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Abstract—Digital predistortion is topic of significant interest in 

telecommunications – both in the wireless radio field and, more recently, in 

photonics. In the present letter, the authors undertake a sensitivity analysis 

of various digital predistortion algorithms. Using recent metamodeling 

techniques designed for efficient stochastic analysis, the authors show that 

using predistortion not only leads to a reduction of the error vector 

magnitude in general but can also make the system less sensitive to 

uncertainties.  

 

Index Terms—Optical communication, digital predistortion, 

stochastic analysis, CO-OFDM, Semiconductor Optical Amplifier 

I. INTRODUCTION 

Linearization has been widely explored in telecommunications. It 

is based on common sense engineering – if a signal propagates 

through a nonlinear channel, transmission quality may be improved 

by compensating the channel’s nonlinearity with an inverse function. 

In the case of digital predistortion (DPD) the strategy consists in 

numerically altering the signal on the emitter side according to a 

well-chosen algorithm. Doing so minimizes the impact of the 

transformations the signal suffers from before being decoded on the 

receiver side. Digital predistortion has first come to the attention of 

researchers and engineers working in radiofrequencies, particularly in 

wireless applications, and has been subject to significant interest in 

recent years [1]. With the development of optical access and 

metropolitan networks and the race for high data throughputs at 

affordable costs, digital predistortion has also become a topic of 

investigation for the optical communication community. 

The scenario considered in this paper is that of a link 

implementing Coherent Optical Orthogonal Frequency Division 

Multiplexing (CO-OFDM) and using Semiconductor Optical 

Amplifiers (SOAs) as boosters for access or metropolitan networks. 

The context of CO-OFDM and multi-carrier modulation was found 

promising and is still being explored as it allows for more resilience 

toward dispersion, simplicity in frequency equalization and dynamic 

allocation of bandwidth [2]. The added solution of introducing the 

SOA has been investigated as a possible way to achieve very high 

data-rates at moderate costs [3]. In this context, the use of DPDs 

becomes even more appealing. Indeed, unlike in the case of passive 
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networks or networks using fiber amplifiers, dealing with SOAs 

implies facing significant nonlinear effects. Recent publications 

highlight this issue and compare different DPD techniques [4]. Note 

that higher launch powers and the accumulation of multiple channels 

bring fiber nonlinearities. However, the scope of this paper is to send 

an appropriate waveform into the fiber by compensating transmitter 

nonlinearities coming mainly from amplifiers but also modulators. 

Any communication system is affected by intrinsic uncertainties 

due to manufacturing tolerances, environmental conditions, and 

calibration imperfections which can have significant impact on 

overall system performance. Some of the authors conducted a 

robustness analysis in a previous publication [4] and showed that 

even when some of the parameters related to the SOA or the 

modulator drift from their nominal values, DPD continues to be 

beneficial with some DPD algorithms performing better than others.  

The paper provides new insight by modeling the uncertain nature 

of the system via probabilistic models; a method that has proven 

useful in other fields (see [5] and the references therein) is the 

Polynomial Chaos Expansion (PCE). The present letter investigates 

predistorter sensitivity by performing a full stochastic analysis, thus 

accounting for the simultaneous fluctuation of several system 

parameters. Note that although the context of this letter is multicarrier 

modulation, this analysis is also relevant in other scenarios (e.g. non-

constant envelope in single carrier). 

II. CO-OFDM IN METROPOLITAN AND ACCESS NETWORKS   

The scenario considered throughout this paper is illustrated in Fig. 

1. The input bit stream undergoes M-QAM modulation then is coded 

into 32 OFDM frames (bandwidth of 5 GHz) composed of 𝑁𝑠𝑐 =
128 subcarriers among which 11 are nulled at DC and both 

extremities to avoid laser and adjacent channels interferences, 

respectively. The constant length time signal is obtained through an 

IFFT and includes a cyclic prefix amounting to 
1

8
 of the duration of 

each OFDM frame. The constructed signal is hard-clipped at a 6 dB 

ratio. Follow the standard digital-to-analog conversion and electro-

optic conversion includes a laser diode and an IQ modulator. The 

SOA in this configuration acts as a booster. The receiver includes a 

reference laser, photodetectors and trans-impedance amplifiers. Once 

the received signal is converted back to the electrical domain, it 

undergoes synchronization and is subsequently demodulated. 

This paper looks more specifically into the effects of uncertainties 

present in the parameters shown in Fig. 2. The IQ modulator is 

comprised of two Mach-Zehnder modulators (MZMs) operating at 

null point with driving peak-to-peak voltages (𝑉𝑝𝑝) of 1.25 × 𝑉𝜋 and 

a phase difference 𝜙 between its two branches of  
𝜋

2
. The SOA is 

supplied by a 150 mA bias current (𝐼𝑏𝑖𝑎𝑠). Considering uncertainties 

in these variables goes beyond their external uncertainty and can also 

mimic variability induced in component manufacturing. For instance, 

a change in the SOA’s active region length affects the SOA gain; 

similarly so, a change in 𝐼𝑏𝑖𝑎𝑠 will also affect the SOA gain.  
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The optical fiber is considered ideal in this scenario as the focus of 

this paper is the effects of the amplifier and the modulator. These 

effects are to be compensated by the predistorter block. 

 
Fig. 1. CO-OFDM transmission system with DPD and SOA blocks 

 
Fig. 2. IQ modulator and SOA blocks 

III. DIGITAL PREDISTORTION TECHNIQUES 

The idea behind predistortion is to consider the device under test 

(DUT), in the present case the MZMs combined with the SOA, as a 

nonlinear function causing some undesirable effects on the signal. An 

inverse nonlinear function is introduced into the system to counteract 

the DUT’s effects. 

There are two possible approaches to predistorter identification: 

direct learning and indirect learning [1]. The latter casts the problem 

as a rather standard case of parametric identification which does not 

require analytic inversion. Of course, the choice of the parametric 

structure is instrumental and requires some form of educated guess. 

In the present paper, indirect learning was used with the optimization 

criterion being the normalized mean square error (NMSE) between 

the OFDM time signal at the emitter and at the receiver after 

synchronization. 

Selecting the predistorter structure is significant and this topic is 

explored extensively [1]. Since photonics deal with high data rates 

compared to RF, low complexity algorithms should be a priority. 

Some structures that are simplified, lower complexity versions of the 

Volterra series have already proven worthy in photonics while 

meeting these high data rates constraints. Memory polynomials (MP) 

are one example. The input-output relation for the MP is given by 

 

𝑦𝑀𝑃(𝑛) = ∑ ∑ 𝑎𝑘𝑙𝑥(𝑛 − 𝑙)|𝑥(𝑛 − 𝑙)|𝑘

𝐿−1

𝑙=0

𝐾−1

𝑘=0

 1

where the nonlinearity order and the memory depth of the model are 

represented by 𝐾 and 𝐿 respectively. Another structure, which looks 

solely at the envelope of the signal, is the envelope memory 

polynomials (EMP). It was found to be more effective than the MP 

and this seems to be in line with the physics of the SOA (i.e. carrier 

density depends mostly on the input envelope). The EMP is defined 

by 

 𝑦𝐸𝑀𝑃(𝑛) = 𝑥(𝑛) (𝑐0 + ∑ ∑ 𝑎𝑘𝑙|𝑥(𝑛 − 𝑙)|𝑘

𝐿−1

𝑙=0

𝐾−1

𝑘=1

). 2

More recently, in the RF field in particular, a structure that 

encompasses both the MP and the EMP has been proposed: the 

generalized memory polynomials (GMP). To the authors’ knowledge 

the present letter is the first attempt to use it in photonics. The output 

of the GMP is obtained by 

𝑦𝐺𝑀𝑃(𝑛) = ∑ ∑ 𝑎𝑘𝑙𝑥(𝑛 − 𝑙)|𝑥(𝑛 − 𝑙)|𝑘

𝐿𝑎−1

𝑙=0

𝐾𝑎−1

𝑘=0

 

+ ∑ ∑ ∑ 𝑏𝑘𝑙𝑚𝑥(𝑛 − 𝑙)|𝑥(𝑛 − 𝑙 − 𝑚)|𝑘

𝑀𝑏

𝑚=1

𝐿𝑏−1

𝑙=0

𝐾𝑏

𝑘=1

 

+ ∑ ∑ ∑ 𝑐𝑘𝑙𝑚𝑥(𝑛 − 𝑙)|𝑥(𝑛 − 𝑙 + 𝑚)|𝑘

𝑀𝑐

𝑚=1

𝐿𝑐−1

𝑙=0

𝐾𝑐

𝑘=1
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with 𝐾𝑎, 𝐾𝑏 and 𝐾𝑐  being the nonlinearity orders, and 𝐿𝑎, 𝐿𝑏  and 𝐿𝑐, 

and 𝑀𝑏 and 𝑀𝑐 being the memory depths. 

It is important to choose the appropriate structural parameters (all 

orders of nonlinearity and memory depths) in the identification of 

predistorters. Indeed, it is possible to find a compromise between 

efficiency (minimum NMSE) and complexity (number of 

coefficients) through them. The Hill-Climbing algorithm used in this 

paper is a simple and automated way to select these parameters 

without exploring all combinations [6]. As the structural parameters 

are searched, the coefficients of the DPDs are calculated using least 

squares. The coefficients associated with the parameters that 

correspond to the best compromise are then preserved. 

IV. POLYNOMIAL CHAOS EXPANSION 

Once the efficiency of the DPD algorithms has been evaluated, it 

is useful to look into performing an uncertainty analysis. Indeed, in 

practical scenarios several variables will conjointly stir away from 

their nominal values thus changing the system’s behavior. A widely 

used method to carry out this type of analysis is Monte Carlo (MC) 

simulation which comes at a great computational cost. A proposed 

solution to that problem is the Polynomial Chaos Expansion (PCE). 

A. General Concept 

The idea behind PCE is to take a random vector 𝑿 ∈ ℝ𝑁 

composed of independent components with specific probability 

distributions and model their outcome, a random variable 𝑌 assumed 

to have finite variance, through the polynomial expansion  

 𝑌 = ℳ(𝑿) = ∑ 𝑧𝛼𝛹𝛼(𝑿)

𝛼∈ℕ𝑀

 (4) 

where ℳ designates a computational model, 𝑧𝛼  are the coefficients 

associated to the multivariate, orthonormal polynomials 𝛹𝛼  which 

form a basis of the Hilbert space. 𝜶 contains ordered lists of integers 

such that 𝜶 = (𝛼1, ⋯ , 𝛼𝑀) and is associated with 𝛹𝛼 through 

 
𝛹𝜶(𝑿) = ∏ 𝜓𝛼𝑖

(𝑋𝑖)

𝑀

𝑖=1

 (5) 

where 𝜓𝛼𝑖
 are the univariate polynomials chosen according to the 

distribution of  𝑋𝑖. Table I shows the advised polynomials for a 

variable with uniform distribution. 

TABLE I 

Legendre Polynomial Basis for a maximum degree of 3  

𝝍𝜶𝟏
 𝜓0 = 1 𝜓1 =

𝑋1

√1 3⁄
 𝜓2 =

3𝑋1
2 − 1

2√1 5⁄
 𝜓3 =

5𝑋1
3 − 3𝑋1

2√1 7⁄
 

In the case of real-life applications, it is necessary to reduce the 

space α to a set 𝒜 by limiting the total degree of a multivariate 

polynomial |𝛼| = ∑ 𝛼𝑖
𝑀
𝑖=1  to a degree p (usually of degree 3 to 5). 

Several truncation schemes are proposed in [7] including standard 

truncation. 

The coefficients can be calculated either by means of orthogonal 

projection or least-square minimization. The latter is of more interest 
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to this paper; its definition is given by 

 𝒛 = argmin
𝑧∈ℝ𝑐𝑎𝑟𝑑𝒜

𝔼 [(𝓨 − ∑ 𝑧𝛼𝜓𝛼(𝑿)

𝛼∈𝒜

)

2

]. (6) 

Experimentally, 𝑿 = {𝒙(1), ⋯ , 𝒙(𝑛)} is a sample set of points that 

can be obtained through different sampling schemes. In order to 

estimate the coefficients, the communication chain is simulated for 

each point in 𝑿 and stored in a vector 𝓨 = {ℳ(𝒙(1)), ⋯ , ℳ(𝒙(𝑛))}. 

Note that as a rule the size of 𝑿 should be two to three times bigger 

than the number of terms in the series (4). 

In addition to restraining the computed series through a truncation 

scheme, it is also possible to add sparsity to the problem notably in 

the case of high degree and high number of parameters of (4) and (5). 

In practice, some terms are deemed more useful than others and 

several coefficients end up getting computed despite their nearly non-

existent contribution [7]. A penalty term 𝜆‖𝒛‖1, where ‖𝒛‖1 =
 ∑ |𝑧𝛼|𝛼∈𝐴 , can then be added to (6) to give priority to low rank 

solutions.  

Once the coefficients are found and the PCE model is fully 

constructed, it is then possible to get the probabilistic content of the 

quantity of interest. Note that despite some of the earlier assumptions 

the algorithm has been successfully tested with correlated input 

variables and a vector as the quantity of interest [7]. 

B. Application for Optical Transmission 

Considering the scenario illustrated in Section II, PCE permits to 

look at how the uncertainties of 𝑉𝑝𝑝, 𝜙, and 𝐼𝑏𝑖𝑎𝑠 seen in Fig. 2 affect 

a quantity of interest such as the Error Vector Magnitude (EVM).  

As there is no a priori knowledge on the distributions of these 

variables, they are assumed to have uniform distribution and thus 

Legendre polynomials are used as basis functions. Considering a 

standard truncation scheme with p=3, the reduced series has 20 terms 

according to TABLE I and (5). 

The experimental design 𝑿 = {𝒙(1), ⋯ , 𝒙(50)} is generated through 

Latin hypercube sampling (LHS) which is a method found to be 

computationally cost efficient and representative of the real 

variability of a system as it visits all regions of a cumulative density 

function that has been divided into equiprobable regions [8]. 

Fifty simulations are then run and the vector 𝓨 containing the 

corresponding EVM values is used to compute the coefficients. This 

is done through a sparse least-angle regression whose basic concept is 

to limit the model’s complexity by removing the polynomials with 

least impact [7]. 

V. RESULTS  

This segment illustrates the scenario portrayed in Section II 

where the optical transmission block features a 750 µm 

INPHENIX-IPSAD1501 SOA with a gain of 18 dB, an alpha factor 

of 3.3 and a noise figure of 9 dB. The simulation framework based 

on MATLAB and ADS was already validated experimentally 

[9][10] and is known to be very reliable. The UQLab toolbox was 

used for the stochastic analysis [11]. Note that the process is non-

intrusive, i.e. MC simulations and the PCE are introduced as an 

outside layer which envelops the already existing simulation code. 

The following cases are scrutinized for a fluctuation in 𝑉𝑝𝑝, 𝜙, 

and 𝐼𝑏𝑖𝑎𝑠: no DPD, MP, EMP, and GMP. The same superframe 

constituted of 32 OFDM frames is used throughout the whole 

analysis in order to keep the results meaningful and avoid 

introducing undesired uncertainty due to the OFDM signal itself. 

Note that extensive investigation confirms that the conclusions 

presented hereafter hold regardless of the emitted sequence. 

A reliability analysis is first performed on the no DPD case for a 

4-QAM signal sent at a reference input power for the SOA 𝑃𝑟𝑒𝑓 = -

14 dBm. A PCE model for the EVM is first constructed from 50 

simulation runs. Then, the EVM values of 104 MC runs and the 

values of the PCE model evaluated using the same experimental 

design are compared as depicted in Fig. 3. It is shown from this 

figure that the PCE model mirrors the MC representation very well 

and is therefore reliable in further analysis. The models for the 

other cases are then validated as well but on a smaller scale. 

 
Fig. 3.  Polynomial Chaos Expansion comparison with Monte Carlo 

simulations for the no DPD case for a 4-QAM configuration at Pref = -14 dBm 

It can be seen from Table II that PCE saves 200 times more 

simulation time compared to MC and once the PCE model has been 

constructed, the time to evaluate 104 points is negligible.  

TABLE II 

MC vs. PCE simulation times 

 No of runs Total time 

Single run  1 141.5 s 

MC analysis 104 1,415,000 s (16.4 days) 

PCE model construction 50 7075 s (2 h) 

PCE analysis 104 0.5s 

PCE vs MC speedup ratio 200 

Probability density functions (PDF) are then estimated with the 

PCE models of all cases (no DPD, MP, EMP, GMP) at different 

levels of uncertainties and are shown in Fig. 4. There are two 

noteworthy observations to draw: a horizontal translation and a 

vertical stretch. The horizontal translation proves that the average 

EVM improves with predistortion with all predistorters meeting an 

EVM objective of 30% [12]. This entails that a higher input power 

to the SOA could be used signifying more reach. The vertical 

stretch more interestingly illustrates the improvement in terms of 

variance with the steepest curve demonstrating more robustness to 

the uncertainties. All DPDs show improvements with respect to 

both. Note that the better the DPD, the closer the output EVM is to 

a minimum threshold mostly caused by the SOA ASE noise and the 

clipping which is highlighted by the asymmetry seen for EMP and 

GMP. Fig. 5 confirms these observations by looking at a 2D-

histrogram of the QAM symbols received after 100 simulations. 

The population density of the QAM symbols is color coded from 

dark to bright (lowest to highest density). While the constellation is 

scattered at first, it is more concentrated in the GMP case which has 

the brightest constellation. It can be seen from the same figure that 

EMP shows some phase noise in its constellation. This seems 

consistent with the EMP structure. 

Another uncertainty analysis is performed for a 16-QAM signal 

with 𝑃𝑟𝑒𝑓  = -17 dBm. An acceptable EVM for that scenario is in the 

16% range [12] therefore it is safer to lower the SOA input power 

even though it also lowers the reach. Higher modulation formats 

call for more stringent material requirements so a ±5% uncertainty 
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seems reasonable. Fig. 6 shows that although the MP is not able to 

consistently pass the threshold set for an acceptable transmission, 

the GMP and the EMP meet the requirements. However, Fig. 6 also 

reiterates the results found in the 4-QAM case as once again the 

GMP improves both the average EVM and the robustness to the 

uncertainties to the best extent. In Fig. 7, the GMP is shown to have 

the better QAM symbol distribution and concentration. 

Fig. 4.  PDF of DPDs for a 4-QAM configuration at Pref = -14 dBm 

 
Fig. 5.  2D-histogram of a 4-QAM constellation at Pref = -14 dBm 

 
Fig. 6.  PDF of DPDs for a 16-QAM configuration at Pref = -17 dBm 

VI. CONCLUSION  

In the present letter, stochastic analysis is used to study the effects 

of different DPD algorithms in optical communications systems using 

an SOA. The approach is made possible by the use of the PCE 

technique which avoids the huge computational cost of MC 

simulations. The results show that not only does DPD compensate 

nonlinearities in a deterministic sense but by improving channel 

linearity it also significantly reduces the impact of system 

uncertainties on overall performance. While this conclusion seems 

intuitive, the paper quantifies the improvement and allows ranking of 

the different DPD algorithms with GMP preforming best in terms of 

average EVM, but also in terms of robustness. 

 
Fig. 7.  2D-histogram of a 16-QAM constellation at Pref = -17 dBm 
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