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Chapter 1

In tro duction
Created from two words with opposing meanings, the expression virtual realities is absurd.
If someone were to talk to you about the color black-white, you would probably think that,
because this person was combining a word with its opposite, he was confused. Certainly
though, in al l accuracy, virtual and reality are not opposites. Virtual, from Latin virtus
(vertue, or force), is that which is in e�e ct in the real, that which in itself has al l the basic
conditions for its realization; but then, if something contains the conditions of its realization
in itself, what can truly be a reality? When looked at from this perspective, the expression is
inadequate. [Cadoz 94a]

The English expressionvirtual reality was coined for the �rst time in July of 1989
during a professionaltrade show1 by Jaron Lanier, founder and former CEO of the VPL
Research company specializingin immersiondevices.He createdthis expressionaspart of
his company's marketing and advertising strategy, but never gave it a precisede�nition.

1.1 An Epistemological Obstacle
The emergenceof the notion of virtual reality illustrates the vitalit y of the inter-

disciplinary exchangesbetween computer graphics, computer-aideddesign, simulation,
teleoperations, audiovisual, etc. However, as the philosopher Gaston Bachelard points
out in his epistemologicalstudy on the Formation of the Scienti�c Mind [Bachelard 38],
any advancesthat aremadein scienceand technologymust facenumerousepistemological
obstacles. Oneof the obstaclesthat virtual reality will have to overcomeis a verbal obsta-
cle(a falseexplanationobtained from an explanatoryword): the nameitself is meaningless
a priori , yet at the sametime, it refers to the intuitiv e notion of reality, one of the �rst
notions of the human mind.

According to the BBC English Dictionary (HarperCollins Publishers, 1992), Vir-
tual: means that somethingis so nearly true that for most purposesit can be regarded
as true, it also means that somethinghas all the e�ects and consequences of a particular
thing, but is not o�cial ly recognized as being that thing. Therefore, virtual reality is a
quasi-reality that looksand acts like reality, but is not reality: it is an ersatz,or substitute
for reality. In French, the literal translation of the English expressionis r�ealit�e virtuel le
which, as pointed out in the quote at the beginning of this introduction, is an absurd
and inadequateexpression. The de�nition according to the Petit Robert (Editions Le

1Texpo'89 in San Francisco(USA)
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Introduction

Robert, 1992)is: Virtuel : [qui] a en soi toutes lesconditions essentielles �a sa r�ealisation.
Therefore, r�ealit�e virtuel le would be a reality that would have in itself all of the basic
conditions for its realization; which is really the least for reality! So, from English to
French, the term virtual reality has becomeambiguous. It falls under a rhetorical pro-
cesscalledoxymoron, which combinestwo words that seemincompatible or contradictory
(expressionslike living dead, vaguelyclear and eloquent silence are all oxymora). This
type of construction createsan original, catchy expression,which is gearedmore towards
the media than science.Other expressionssuch ascyber-space [Gibson 84], arti�cial real-
ity [Krueger 83], virtual environment [Ellis 91] and virtual world [Holloway 92], werealso
coined,but a quick Web search2 provesthat the antonymy virtual reality remainswidely
used.

The term's ambiguity is confusingand createsa real epistemologicalobstacleto the
scienti�c development of this new discipline. It is up to the scientists and professionalsin
this �eld to createa clearerepistemologicalde�nition in order to remove any ambiguities
and establishits status as a scienti�c discipline (concepts,models, tools); particularly in
regardsto areassuch as modeling, simulation and animation.

1.2 An Original Approac h

This document proposesan original contribution to the ideathat this newdisciplinary
�eld of virtual reality needsto be clari�ed.

The word autonomybest characterizesour approach and is the commonthread that
links all of our research in virtual reality. Everyday, we face a reality that is resistant,
contradictory and that follows its, and not our, own rules; in one word, a reality that
is autonomous. Therefore, we think that virtual reality will becomeindependent of its
origins if it autonomizesthe digital models that it manipulates in order to populate
realistic universes,which are already createdthrough computer-generateddigital images
for us to see,hear and touch, with autonomousentities. So, like Pinocchio, the famous
Italian puppet, models that becomeautonomouswill take part in creating their virtual
worlds (Pinocchio Metaphor3, Figure 1.1). A user, partially free from controlling his
model, will alsobecomeautonomousand will takepart in this virtual reality asa spectator
(the user observes the model: Figure 1.1a), actor (the user tries out the model: Figure
1.1b) and creator (the usermodi�es the model to adapt it to his needs:Figure 1.1c).

This document hasthree main focuses:the concepts that guideour work and are the
basisof the principle of autonomy (Chapter 2), the models that we developed to observe
this principle (Chapter 3), and the to ols that we usedto implement them (Chapter 4).

In Chapter 2, analyzingthe historical context, aswell asexploringthe real in philosophy
and the virtual in physics, bring us to a clearerde�nition of virtual reality that centers

2A simple search using the search enginewww.google.comgivesthe following results: cyber(-)space(s)
� 25,540 hits, virtual reality(s) � 19,920, virtual world(s) � 15,030, virtual environment(s) � 3,670,
arti�cial reality(s) � 185. In English the classi�cation is the same.

3This metaphor was inspired by Michel Guivarc'h, o�cial representativ e of the Communaut�e Urbaine
de Brest (Brest Urban Communit y).
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An Original Approach

a. user-spectator b. user-actor c. user-creator

Figure 1.1: Pinocchio Metaphor and the Autonomization of Models

around the principle of autonomyof digital models.
In Chapter 3, we recommenda multi-agent approach for creating virtual reality appli-

cationsbasedon autonomousentities. We usesigni�cant examplesto study the principle
of autonomy in terms of collective auto-organization (exampleof blood coagulation) and
individual perception (exampleof a sheepdog).

Chapter 4 describesour oRis language| a programming languagethat usesconcur-
rent active objects, which is dynamically interpreted and has an instancegranularit y |
and its associated simulator; the tool that helped build the autonomousmodels in the
applications that we had already created.

Finally, in Chapter 5, the conclusion,we review our initial research and outline the
future direction of research in perspectives.
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Chapter 2

Concepts

2.1 In tro duction
In this chapter, we present the main epistemologicalconceptsthat guide our research

work in virtual reality.
First, we will review the historical conditions surrounding the emergenceof virtual

reality. We will establishthat in the early 90's | when the term virtual reality appeared
| the sensoryrendering of computer-generatedimageshad becomeso realistic that it
becamenecessaryto focusmore speci�cally on virtual objects than their images.

Secondly, an overview of the philosophicalnotion of reality will allow us to de�ne the
conditionsthat we feelarenecessaryfor the illusion of the real; in other words,perception,
experiments and modi�cation of the real.

Next, we will usethe notion of virtual in physicsto explain our designof a reality that
is virtual. Several simple,yet signi�cant, examplesborrowedfrom optics, demonstratethe
importanceof underlying modelsin understanding,explainingand perceivingphenomena.
Virtual will then de�nitely emergeas a construction in the model universe.

Finally, by analyzingthe user'sstatus while he is usingthesemodels,we will postulate
an autonomy principle that will guideus in designingour models(Chapter 3) and creating
our tools (Chapter 4).

2.2 Historical Con text
Epistemology is not particularly concerned with establishing a chronology of scienti�c dis-
covery, it concentrates instead on updating the conceptual structur e of a theory or work,
which is not always evident, even for its creator. Epistemology must try and �gur e out what
connects concepts and plays a vital role in the architectur e of the structur e: recognizing what
is an obstacle and what remains unclear and unsettled. To this e�e ct, it should focus on
proving exactly how the conditions of the science that it is studying is a response, critique,
or matur ation to previous states. [Granger 86]

Historically, the notion of virtual reality emergedat the intersectionof di�eren t �elds
such as computer graphics, computer-aideddesign, simulation, teleoperations, audiovi-
sual, etc. Consequently, virtual reality wasdeveloped within a multidisciplinary environ-
ment where computer graphicsplayed an in
uen tial role because,ever sinceSutherland
createdthe �rst graphic interface(Sketchpad [Sutherland 63]) virtual reality hasendeav-

11



Concepts

ored to make the computer-generateddigital imagesthat it displays on computer screens
moreand morerealistic. Therefore,we will focuson the major developments in computer
graphicsbefore1990| during which the expressionvirtual reality becamepopular | by
taking a look at imageconstruction, animation and userappropriation.

2.2.1 Constructing Images

From 2D Images to 3D Images

Computergraphics�rst had to undertake2D problemssuch asdisplaying line segments
[Bresenham65], eliminating hidden lines [Jones71], determining segment intersections
for coloring polygons[Bentley 79], smoothing techniques[Pitteway 80] and triangulating
polygons[Hertel 83].

Research departments in the aeronautical and automobile industries quickly under-
stood the bene�t of computer-graphictechniquesand integrated them assupport tools in
designingtheir products, which led to the creation of computer-aideddesign(CAD). It
quickly evolved from its initial wireframe representations, and added parametric curves
and surfacesto it systems[B�ezier77]. These patch surfaceswere easy to manipulate
interactively, and allowed the designerto create free shapes. However, when the object
shapehad to follow strict physicalconstraints, it wasbetter to work with implicit surfaces,
which are the isosurfacesof a pre-de�ned spacescalar �eld [Blinn 82]. By triangulating
thesesurfaces,physics problems involving plates and shellscould then be solved by us-
ing digital simulation (�nished elements methods [Zinkiewicz 71]), as well as a realistic
display of the results [Sheng92].

Still, surfacemodeling proved to be inadequatein ensuringthe topologicalconsistency
of modeledobjects. Therefore,volume modeling was developed from two typesof repre-
sentation: boundary representation and volumerepresentation. Boundary representation
modelsan object through a polyhedral surfacemadeup of vertices,facesand edges.This
type of representation requiresthat adjacencyrelationshipsbetweenfaces,edgesand ver-
tices, in other words, the model's topology, be taken into account. The topology can be
maintained through the edges(winged-edges[Baumgart 75], n-G-maps[Lienhardt 89]) or
in a face adjacencygraph (Face Adjacency Graph [Ansaldi 85]). Volume representation
de�nes an object as a combination of primitiv e volumeswith set operators (CSG: Cons-
tructive Solid Geometry [Requicha 80]). The object's topology is de�ned by a tree (CSG
tree) whoseleavesarebasicsolid shapesand whosenodesareset operations, translations,
rotations or other deformations(torsion [Barr 84], free-formdeformations[Sederberg 86])
that are applied to underlying nodes. The elimination of hidden facesthen replacedthe
elimination of hidden lines and split into two large categories[Sutherland 74]: visibilit y
waseither processeddirectly in the image-space,most often with a depth-bu�er (z-bu�er
[Catmull 74]), or in the object-spaceby partitioning this space(BSP: Binary Space Par-
titionning [Fuchs 80], quadtree/octree [Samet84]).

Thus, wire-frame images becamesurface images and then becamevolume images
through the use of geometric and topological models that looked more and more like
real solid objects.

12
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From Geometric Image to Photometric Image

The visual realism of objects neededmore than just precise shapes: they needed
color, textures [Blinn 76] and shadows [Williams 78]. Therefore,computer graphicshad
to �gure out how to uselight sourcesto illuminate objects. Light neededto be simulated
from its emissionto its absorption at the point of observation, while taking into account
the re
ectiv e surfacesof the scenethat was being illuminated. The �rst illuminated
models were empiric [Bouknight 70] and used interpolations of colors [Gouraud 71] or
surfacenormals [Phong 75]. Then came the methods that were basedon the laws of
the physicsof re
ectivit y [Cook 81]. Sceneswere illuminated indirectly by shooting rays
[Whitted 80], or through a radiosity calculation [Cohen85]; the two methods could also
be combined [Sillion 89]. From the observer's perspective, in order to improve the quality
of visual renderingthe e�ects of the atmosphereon light [Klassen87], aswell asthe main
characteristics of cameras[Kolb 95], including their defaults [Thomas86], neededto be
taken into account.

Hence, from representational art, computer-generatedimagesprogressively became
more realistic by integrating laws of optics.

2.2.2 Animating Images

From Fixed Image to Animated Image

During the early history of the movies, imagesequenceswere manually generatedto
produce cartoons. When digital imagesarrived on the scene,thesesequencescould be
generatedautomatically. At one time, a sequenceof digital animation was produced
by generating in-between imagesobtained by interpolating the key imagescreated by
the animator [Burtnyk 76]. Interpolation, usually the cubic polynomial type (spline)
[Kochanek84], concernskey positions of the displayed image[Wolberg 90] or the param-
etersof the 3D model of the represented object [Steketee85]. In direct kinematics, time
parametersare taken into account during interpolation. But, with inversekinematics,
a spacetimepath for the components of a kinematic chain can be automatically recon-
structed [Girard 85] by giving the furthest positionsof the chain and evolution constraints.
However, these techniquesquickly proved to be limited in reproducing certain complex
movements, in particular, humanmovements [Zeltzer 82]. Therefore,capturing real move-
ments from human subjects equipped with electronically-trackablesensors[Calvert 82] or
optical sensors(cameras+ re
ectors) [Ginsberg 83] emergedas an alternative.

Nevertheless,all of these techniques only reproduced e�ects without any a priori
knowledgeof their causes.Methods basedon dynamic models then operate on causesin
order to deducee�ects. Usually, this approach leadsto models that are regulatedby dif-
ferential equationsystemswith limit conditions,which then haveto beresolvedin order to
clarify the solution that it has implicitly de�ned. Di�eren t numerical resolution methods
were then adapted to animation: direct methods by successive approximation (Runge-
Kutta type) worked better for poly-articulated rigid systems[Arnaldi 89], structural dis-
cretization of objects by �nite elements was used for deformablesystems[Gourret 89],

13
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and structural and physicaldiscretizationof systemsby mass-springnetworks wasusedto
model a largevariety of systems[Luciani 85]. Overall problemsof elastic [Terzopoulos87]
or plastic deformation [Terzopoulos88] were dealt with as well as collision detection be-
tweensolids [Moore 88]. Particular attention was paid to animating human characters,
seenas articulated skeletonsand animated by inversedynamics [Isaacs87]. In fact, an-
imating virtual actors includes all of theseanimation techniques [Badler 93] becauseit
involvesskeletonsaswell asshapes[Chadwick 89], walking [Boulic 90] aswell asgripping
[Magnenat-Thalmann88], facial expressions[Platt 81] aswell ashair [Rosenblum 91], and
even clothes[Weil 86].

Through kinematics and dynamics,animation sequencescould be automatically gen-
erated so that their movements werecloserto real behavior.

From The Pre-Calculated Image to The Real-Time Image

At the beginning of the 20th century the �rst 
igh t simulators had instruments, but
they had no visibilit y; computer-generatedimagesintroducedvision, �rst for simulating
night 
igh ts, (points and segments in black and white), then daytime 
igh ts (coloredsur-
faceswith the elimination of hidden faces)[Schumacker 69]. However, training simulators
required responsetimes that corresponded to the simulated devicein order for pilots to
learn its reactive behavior. Realistic rendering methods basedon the laws of physics
resulted in calculation times in 
igh t simulators that wereoften too long comparedwith
actual responsetimes. Therefore, during the 60's and 70's, special equipment such as
the real-time display device1 was createdto acceleratethe di�eren t rendering processes.
These peripheral devices,which generatedreal-time computer-generatedimages, were
slowly replacedby graphics stations that would both generateand managedata struc-
tures on a general-useprocessorand render it on a specializedgraphics processor(SGI
4D/240 GTX [Akeley 89]). At the sametime, someone�gured out how to reduce the
number of facesto be displayed through processesthat were carried out beforegraphic
rendering [Clark 76]. On the one hand, the underlying data structures makesit possible
to identify , from the observer's perspective, objects located outside of the observation
�eld (view-frustumculling), poorly directed faces(backface culling) and concealedobjects
(occlusion culling) so that theseobjects are not transmitted to the renderingengine. On
the other hand, the farther away that an object is located from an observer, the more
its geometrycan be simpli�ed while maintaining an appearance,or elsea topology, that
is satisfactory for the observer. This simpli�cation of manual or automatic meshingthat
generatesdiscreteor continual levels of detail, proved to be particularly e�ectiv e for the
digital land models that are widely usedin 
igh t simulators [Cosman81].

Thus, thanks to optimization, calculation devices,and better adapted hardware de-
vices,imagescan be calculated in real-time.

1The Evans and Sutherland company (www.es.com) created the �rst commercial display devicescon-
nected to a PDP-11 computer. For several million Dollars, they allowed you to display several thousand
polygonsper second.Today, a GeForce 3 for PC graphics card (www.nvidia.com ) reachesperformances
in the order of several million polygonsper secondfor several thousand French Francs.
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2.2.3 Image Appropriation

From Lo oking at an Image to Living an Image

Calculating an image in real-time meansthat a user can navigate within the virtual
world that it represents [Brooks 86a], but it was undoubtedly artistic experiments and
teleoperations that led usersto start appropriating images.

In the 70's, interactive digital art allowed usersto experiment with situations where
digital images evolved through the free form movements of artists who observed, in
real-time and on the big-screen,how their movements in
uenced images (VideoPlace
[Krueger 77]). With the work of ACROE2, computer-aided artistic expressiontook a
new step with multi-sensory synthesis aided by a force feedback management control
[Cadoz84]. The peripherals,called retroactive gestural transducers,allow users,for ex-
ample, to feel the friction of a real bow on a virtual violin string, to hear the soundmade
by the vibration of the cord and to observe the cord vibrate on the screen. A physical
modelingsystemof mass-springvirtual objectspilots theseperipherals(CORDIS-ANIMA
[Cadoz93]), and allows usersto have a completelyoriginal artistic experience.

For its part, teleoperations becameinvolved very early in ways to remotely control
and pilot robots located in dangerousenvironments (nuclear,underwater, space)in order
to avoid putting human operatorsat risk. In particular, NASA developed a liquid crystal
headmounted display (VIVED: Virtual Visual Environment Display [Fisher 86]) coupled
with an electronically-trackable sensor[Raab 79] that allowed usersto move around in a
3D imageobserved in stereovision. This wasa real improvement in comparisonto the �rst
headmounted display, which had cathode ray tubes,was heavier and was held on top of
the headby a mechanical arm �xed to the ceiling [Sutherland 68]. This new display was
very quickly combined with a dataglove [Zimmerman 87] and a spatializedsoundsystem
basedon the laws of acoustics[Wenzel88]. Thesenew functions enhancedthe sensations
of tactile feedback systems[Bliss 70] and the forcefeedback systems(GROPE [Batter 71,
Brooks 90]) that were already familiar to teleoperators. The robotics experts were using
expressionssuch astelesymbiosis[Vertut 85], telepresence[Sheridan87] and tele-existence
[Tachi 89] to describe the feeling of immersion that operators can have; the feeling that
they are working directly on a robot, for example,even though they are manipulating it
remotely. As it hassincethe beginningof teleoperations,adding an operator to the loop
of a robotized systemposesthe problem of how to include human factors to improve the
ergonomicsof workstations and their associated peripherals[Smith 89].

By becoming multimodal, the image allows users to see,hear, touch and move or
deform virtual objects with sensationsthat are almost real.

2ACROE: Association for the Creation and Research on Expression Tools, Grenoble
(www-acroe.imag.com)
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From Isolated Image to Shared Image

During the 70's, ARPANET 3, the �rst long-distance network based on TCP/IP 4

[Cerf 74] was developed. Given these new possibilities of exchanging and sharing in-
formation, the American DefenseDepartment decidedto interconnectsimulators (tanks,
planes, etc.) through the ARPANET network in order to simulate battle �elds. So,
the SIMNET (simulator networking) project, which took place between1983and 1990,
tested group strategiesthat were freely executedby dozensof userson the network, and
not controlled by pre-establishedscenarios[Miller 95]. The communication protocols es-
tablished for SIMNET [Pope 87] introduced prediction models of movement (estimate:
dead-reckoning) in order to avoid overloading the network with too many synchroniza-
tions, and at the sametime made sure that there was a time coherencebetween sim-
ulators. These protocols were then summarizedand standardized for the needsof the
distributed interactive simulation (DIS: Distributed Interactive Simulation [IEEE 93]).

Thus, the computer network and its protocols enabledseveral usersto shareimages
and then through theseimagesto shareideasand experiences.

2.2.4 From Real Images to Virtual Ob jects

In terdisciplinarit y

This brief overview of the historical context from which the conceptof virtual reality
emergedillustrates the vitalit y of computer graphics, as also proven by events such as
Siggraph5 in the United States and Eurographics6 or Imagina7 in Europe. This new
expressionand this new �eld of investigation, which is basedupon computer graphics,
simulation, computer-aideddesign,teleoperations,audiovisual, telecommunications, etc.,
is being formed within an interdisciplinary melting pot.

Virtual reality thus seemslike a catch-all �eld within the engineeringsciences. It
manipulatesimagesthat are interactive, multimodal (3D, sound,tactile, kinesthetic, pro-
prioceptive), realistic, animated in real-time, and sharedon computer networks. In this
sense,it is a natural evolution of computer graphics. During the last ten years, a spe-
cial e�ort hasbeenmadeto integrate all of the characteristicsof theseimageswithin the
samesystem8, and to optimize and improveall of the techniquesneededfor thesesystems.
Virtual reality is thereforebasedon interaction in real time with virtual objects and the
feeling of immersion in virtual worlds: it is like a multisensory [Burdea 93], instrumen-
tal [Cadoz94b] and behavioral [Fuchs 96] interface. Today, the major works in virtual
reality give a more preciseand especially operational meaning to the expressionvirtual

3ARPANET: Advanced Research Projects AgencyNetwork of the American DefenseDepartment.
4TCP/IP : Transmission Control Protocol/Internet Protocol
5Siggraph (www.siggraph.org ): 29th edition in 2002
6Eurographics (www.eg.org)
7Imagina (www.imagina.mc): 21st edition in 2002
8You will �nd in [Capin 99] a comparisonof a certain number of theseplatforms.
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reality, which canbesummedup by the de�nition establishedby the Virtual Reality Work
Group9: a set of software and hardware tools that can realistically simulate an interaction
with virtual objects that are computer modelsof real objects.

Transdisciplinarit y

With this de�nition, we changedour approach from researching real imagesin com-
puter graphics to researching visualized virtual objects. The objects are not only char-
acterizedby their appearances(their images),but also their behavior, which is no longer
researched under computer graphics. So, imagesreveal both behaviors and shapes. Vir-
tual reality is becomingtransdisciplinary and is slowly moving away from its origins.

In 1992,D. Zelter had already proposedan evaluation of virtual universesbasedon
threebasicnotions: the autonomy of viewedobjects, the interaction with theseobjectsand
the feelingof beingpresent in the virtual world [Zelter 92]. A universeis then represented
by a point on the AIP (autonomy, interaction, presence)index. Hence,on this index, 3D
movies have coordinates (0.0.1), a 
igh t simulator (0.1.1), and Zelter would placevirtual
reality at point (1.1.1). Still, we must point out that there was very little research done
on the problem of virtual object autonomy until now. We can, nevertheless,note that
animation, so-calledbehavior, introducedseveral autonomousbehaviors through particle
systems,[Reeves83], 
o cks of birds [Reynolds87], shoalsof �sh [Terzopoulos94], and of
coursevirtual humans[Thalmann 99].

An object's behavior is consideredautonomous if it is able to adapt to unknown
changesin its environment: so, it must be equipped with ways to perceive, respond and
coordinate between its perceptions and actions in order to react realistically to these
changes.This notion of autonomy is the root of our problem. With this new perspective,
wemust return to the notion of virtual reality by exploringthe real of philosophers(Section
2.3) and the virtual of physicists(Section2.4) in order to understandwhy the autonomy
of virtual objects is vital to the realism of the imagesthat they inhabit (Section2.5).

2.3 The Realit y of Philosophers
Imagine human beings living in an underground cave, which has a mouth open towards the
light and reaching al l along the cave; here they have been from their childhood, and have
their legs and necks chained so that they cannot move, and can only see before them, being
prevented by the chains from turning round their heads. [...] And they see only their own
shadows, or the shadows of one another, which the �r e throws on the opposite wall of the
cave? [...] And if they were able to converse with one another, would they not suppose that
they were naming what was actual ly before them? [...] It is without a doubt then, I said,
that in their eyes, reality would be nothing else than the shadows of the images.

Plato, The Republic, Book VI I, � 375 B.C.

The word real comesfrom the Latin res, meaninga thing. A reality is a thing that
exists, which is de�ned mainly by its resistanceand recurrence. Reality is realized, it
resistsand it goeson without end. But what is a thing, and in what doesit exist? These

9GT-RV: the French Virtual Reality Group of the National Center of Scienti�c Research and the French
Ministry of Education, Research and Technology (www.inria.fr/epidaure/GT- RV/g t- rv. ht ml).
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questionsare without a doubt as old as philosophy itself, and this is why philosophers
and scientists revisit the notion of intuitiv e and complexreality time and time again.

2.3.1 Sensory/In telligible Dualit y

Almost 2,500yearsago,Plato, in his famousallegory of the cave, had already placed
human beings in a semi-immersive situation in front of a screen(the cave wall in front
of them) so that they could only seethe projected imagesof virtual objects (the shadows
of images). This simple thought experiment is no doubt the �rst virtual reality experi-
enceand a prelude to the Reality Centersof today [G•obel 93]. Consequently, from Ren�e
Descartes10 I think, therefore I am, to physicist Bernard d'Espagnat's [D'Espagnat 94]
Veiled Reality, all philosophicaldoctrines revolve around two extremeopinions (Figure11

2.1). The �rst doctrine, objectivism, maintains that objects exist independently from us:
there is an objective reality that is independent of the sensory, experimental and intellec-
tual conditions of its appearance.The seconddoctrine, subjectivism, relateseverything
to subjective thinking in such a way that there is no point in discussingthe real nature
of objects becausereality is only an artifact, an idea. This gameof oppositesbetween
thesetwo perspectivesbroadensour thinking: everyone �nds their own balancebetween
the object and the consciousnessthat perceivesit [Hamburger 95].

- Materialism (philosoph y of the material) is the belief in matter over mind. This philosophy,
in which there are only physical-chemical explanations, was the philosophy among many of
the atomists of An tiquit y, as well as scientists from the 19th and 20th centuries.

sub jectivism

idealism

rationalism

positivism

empiricism

materialism

ob jectivism

6

?

- Empiricism (philosoph y of induction) makes experience the
only source of knowledge; it justi�es induction as the main
approach for going from a set of observed facts to stating a
general law.

- Positivism (philosoph y of experience), empiric rationalism or
rational empiricism is based on the experimental method by
emphasizing the imp ortance of hypothesis, which governs rea-
soning and controls experience: experimentation becomesde-
lib erate, conscious and methodical. It gives deduction the
role of justifying laws after their inductiv e or intuitiv e formu-
lation. The pragmatism of this school of though t, started by
A. Comte, and amended by, among others, G. Bachelard and
K. Popper, attracted a large number of scientists from the
19th and 20th centuries. (C. Bernard, N. Bohr, . . . ).

- Rationalism (philosoph y of deduction) postulates that reason
is an organizational facult y of experience; through a priori
concepts and principles, it provides the formal framework for
all knowledge of phenomena by relying on a logical-deductiv e
approach.

- Idealism (philosoph y of the idea) states that realit y is not sensory, but ideal. Idealism
includes the idealist conceptions of Plato, R. Descartes, E. Kan t, and G. Berkeley.

Figure 2.1: Reality and the Main PhilosophicalDoctrines

Without getting involved in this debate, let us note that it is through our senses

10DescartesR., Discourse on Method, Book IV, 1637.
11Figure 2.1 is freely inspired from the Baraquin and al. Dictionary of Philosophy [Baraquin 95].
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and mind that we understand the world. Certainly, the sensesdo not protect us from
illusions, mirage or hallucinations, in the sameway that ideascan be arbitrary, disem-
bodied or schizophrenic. Nevertheless,our only way to investigatereality is through the
sensoryand the intelligible. Already aheadof his time, I. Kant 12 introduced the notion
of noumenon| the object of understanding, from the intelligible | as opposedto the
notion of phenomenon| the object of possibleexperiencethat appears in spaceand
time, from the sensory. Recently, Edgar Moris and his paradigm of complexity, have
blurred the line betweenthe sensoryand the intelligible. He postulatesa dialogical prin-
ciple that can be de�ned as the necessaryassociation of antagonisms in order for an
organizedphenomenonto exist, function and develop. In this way, a sensory/intelligible
dialoguecontrols perceptionfrom the sensoryreceptorsto the development of a cognitive
representation [Morin 86]. In a similar perspective,physicist Jean-MarcLevy-Leblondbe-
lievesthat the antinomial pairs that structure thought are irreducible: for example,con-
tinuous/discontinuous, determined/random, elemental/comp ound, �nished/in�nite, for-
mal/in tuitiv e, global/local, real/�ction, etc. He then usestheseexamples,borrowed from
physical science,to demonstratehow thesepairs of oppositesare inseparable,and how
they structure our scienti�c understandingof nature, and consequently our understanding
of reality [L�evy-Leblond96].

Therefore,in a dialoguebetweenthe objectiveand subjective, reality becomesdescrip-
tiv e, not of the thing in itself, but of the object as it is seenby man through the sensory,
experimental and intelligible conditions of its appearance. The boundary between the
opposingsidesof this dialogueis continuously redrawn through interactions betweenthe
world and man. The sensescan be deceivingand the mind imaginesactions to improve
its understandingof the world; theseactions causeour sensesto react, which in return,
keepsour ideasfrom becomingdisembodied. Each personthen createstheir own reality
by continuously switching between the sensesand the imagination. Science,in turn, is
trying to give them a universal representation that is free of individual illusions.

2.3.2 Virtual Versus Actual

While the conceptof reality hasalways haunted philosophers,the conceptof virtualit y
in itself hasonly beena topic of research for about twenty or thirt y years.The word virtual,
from the Latin virtus (virtue or strength), describesthat which in itself hasall the basic
conditions for its actualization. In this sense,virtual is the opposite of actual, the here
and now, that which is in action, and not in e�ect. This meaningof virtual, which dates
back to the Middle Ages,is analyzedin detail by Pierre Levy. He recognizedthat the real,
the possible,the actual and the virtual were four di�eren t modesof existence and that
the possibleand the real were oppositesand the virtual and the actual were opposites
(Figure 2.2 [L�evy 95]). The possibleis an unproven and latent reality, which is realized
without any changesin its determination or nature accordingto a pre-de�ned possibility.
The actual appearshere and now as a creative solution to a problem. The virtual is a
dynamic con�guration of strengths and purposes. Virtualization transforms the initial

12Kant E., Critique of Pure Reason, I, Book I I, Chapiter I I I, 1781.
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actuality into a solution for a more widespreadproblem.

all
of the

problems

all
of the

predetermined
possibilities

persistent
and

resistant

specific

here
and now

to a
problem

solution

realization

virtualization

actualization

Latent pole

POSSIBLE REAL

VIRTUAL ACTUAL

potentialization

Visible pole

Figure 2.2: The Four Modesof Existence

To illustrate this contrast betweenvirtual and actual, let's examinethe caseof a com-
pany that decidesto haveall of its employeestelecommute. Currently, all of the employees
work during the samehours and in the sameplace. However, with telecommuting, there
is no need to have all of the employeesphysically present in the sameplace, because
the workplace and employee schedule now depend on the employeesthemselves. The
virtualization of the company is then a radical modi�cation of its space-timereferences;
employeescanwork from anywherein the world, 24hoursa day. This takesplacethrough
a type of dematerializationin order to strengthenthe information communicationswithin
the company. For the company, this is a sort of deterritorialization wherethe coordinates
of spaceand time always posea problem, insteadof a speci�c solution. In order to idealize
this new company, the mind createsa mental representation basedon the metaphor of
the actual company. It begins by interpreting the function of the virtual company by
analogyto that of a typical company; then gradually through its understanding,forms a
new idea of the notion of a company. The virtual company is not �ctitious: even though
it is detached from the here and now, it still provides servicesand advantages!

Today, the adjective virtual hasbecomea noun. We say the virtual aswe speakof the
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real, and this evolution is accompaniedby a changeof the sensesthat makesthe contrast
betweenthe virtual and the actual lessclear. For epistemologistGilles-GastonGranger,
the virtual is one the categoriesof objective knowledge,along with the possibleand the
probable, that is essential to the creation of scienceobjects from actual phenomenaof
experience. The virtual is a representation of objects and facts that is detached from
the conditions of a complete,singular and actual experience[Granger95]. For Philippe
Qu�eau, however, the virtual is realistically and actually present: it is an art that makes
imitations that can be used. It responds to the reality of which it is a part [Qu�eau95].
In the middle of thesetwo extremes,Dominique No•el baseshis theory on the semantics
of S. Kripk e's [Kripk e 63] possibleworlds in order to arrange possibleworlds according
to a relationship of accessibility, which says the following: a world M 1 is accessibleto
another world M 2 if what is relatively possiblefor M 1 is also relatively possiblefor M 2.
The relationship of accessibility R makesup the hypothesisof an initial world M 0, which
is interpreted as the actual world. The worlds M 1, M 2, etc., are inferred from M 0 by a
relationship R and are both interpreted as well as virtual. This provides a formalism for
mapping out the main conceptsof virtual [No•el 98].

2.3.3 Philosoph y and Virtual Realit y

Eventhough philosophershavebeendivided over the conceptof reality sinceits origins,
thesesamephilosophersall agreethat, no matter what the statusof an object in itself - i.e.
doesit exist independently of the personthat perceivesit or not - there are three typesof
mediation that occur betweenthe world and man: mediation of the senses(the perceived
world), mediation of the action (the experiencedworld) and mediation of the mind (the
imaginedworld). Thesethree mediationsare inseparableand createthree perspectivesof
the samereality (Figure 2.3).

In the �rst stageof our study, we will demonstratethat, asreality, virtual reality must
also allow this triple mediation of senses,action and mind. In other words, we must be
able to respond a�rmativ ely to the three following questions:

1. Is it accessibleto our senses?

2. Doesit respond to our prompts?

3. Do we have a modi�able representation?

But how would such a reality be virtual? The widespreaduse of the term virtual in
all circles of society, from scientists to philosophers,from artists to the generalpublic,
changesits de�nition, which still appearsto be a work in progress,and even renewsthe
conceptof reality. For our purposes,we have chosento refer to the physical sciencenotion
of virtual to explain our conceptionof a reality that is virtual.
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Realit y
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- Mediation of the sensesenables the percep-
tion of realit y.

- Mediation of the action enables one to ex-
periment on realit y.

- Mediation of the mind forms a mental repre-
sentation of realit y.

Figure 2.3: The Three Mediations of The Real

2.4 The Virtual of Physicists
Geometric al optics are based entir ely on the representation of ligh t rays by which light would
propogate. By designing re
e ctions and refractions from them, these rays end up being seen
as real physical objects. [...] The image of both automobile or boat headlight beams, or those
modern, thin laser beams or light-c onducting glass �b ers, impose the too bright feeling of
familiar reality. Nevertheless, are these light rays of theory, these lines without thickness,
something else besides beings of reason and constructions, which are powerful, certainly, but
purely intel lectual? [L�evy-Leblond 96]

Physicists call a certain number of conceptsvirtual: for example, virtual imagesin
optics, virtual work in mechanics, virtual processesof interaction in particle physics,
etc., and many di�eren t modelswhoseexplanatory and predictive capabilities are widely
usedto obtain more knowledgeabout the phenomenathat they are trying to represent.
In fact, this notion of virtual seemsto go hand in hand with the mathematization of
physical sciencesthat has been taking place since the 17th century. The mathematical
formalism usedin physics is becomingmore and more inaccessibleto ordinary language,
and is in fact, putting itself out of touch with intuitiv e representation. One is forcedthen
to useanalogies,imagesand words, which can only be understood through calculations.
Even though these intermediate notions are not adequateenough to be fully credible,
they neverthelessexplain the physicist's approach [Omn�es95].

2.4.1 Virtual Images

Geometrical optics deals with light phenomenaby studying how light rays work in
transparent environments. It is basedon the notion of independent light rays that travel
in a straight line in transparent, homogeneousenvironments and whosebehavior on the
surfaceof a dioptre or a mirror is explainedby the lawsof Snell-Descartes(seefor example
[Bertin 78]).
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To demonstrate these ideas, let us examine the caseof an optical system (S) sur-
rounded by an entrance face L 1 and an exit face L 2, which separatestwo homogeneous
environments, indicated respectively asn1 and n2 (Figure 2.4). By de�nition, if the light
travelsfrom left to right, the environment located to the left of faceL 1 is calledthe object
environment, the environment to the right of faceL 2 is calledthe imageenvironment. Let
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Figure 2.4: Optical System

O be a punctual light sourcethat sendslight rays, alsoknown as incident rays, onto L 1.
Point O is an object for (S), and if, after having crossedthe system(S), emerginglight
rays all passby a samepoint I , this point I is called image O through the system(S).
Two di�eren t scenariosare then identi�ed:

- Emergent rays actually passthrough I : it is said that I is the real imageof object
O; this is the casefor a converging lensas shown in the Figure 2.5a;

- Only the extensionof theserays passthrough I : it is said then that I is the virtual
image of O; this is the casefor a diverging lens as shown in Figure 2.5b. A real
imagecan be materialized on a screenand placed in the plane where it is located,
but this is not the samefor a virtual imagethat is only a construction of the mind.

Thus, in the caseof a real image,if a powerful laseris placedin O, a small pieceof paper
will burn in I (concentration of energy),but in the caseof a virtual image,the paper will
not burn in I (no concentration of energy).

optical axis
O I O I

L L

b) diverging lensa) converging lens

Figure 2.5: Real Image(a) and Virtual Image(b)

In a transparent, isotropic environment, which may or may not be homogeneous,the
path of light is independent of the direction of travel: if a light ray leavesfrom point O
to go towards point I by following a certain path, another light ray can leave from I and
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follow the samepath in the opposite direction to go towards O. Thus, the rolesof object
and imageenvironments can be interchanged: this property is known as the principle of
the reversibility of light. Let's look again at Figure 2.5. In the caseof converging lens, it
is easyto position a punctual sourcein I , whoserays convergein O. In the caseof the
diverging lensdepicted in Figure 2.6a,a devicemust be used. Let us position a punctual
sourcein O0 so that it forms, through an auxiliary converging lens L 0, an image that, if
L did not exist, would form in I (Figure 2.6b). Becauseof the presenceof L, the rays
convergein O (Figure 2.6c): therefore,we say that I plays the role of a virtual object for
lensL.

O I

L

O'

L'

O I

L

I O'

L'

a)

b)

c)

To illustrate the principle of re-
versibility in a div erging lens that
creates a virtual image I (Fig-
ure 2.6a), from object O, a device
must be used. Let us position a
punctual source in O0 so that it
forms, through an auxiliary con-
verging lens L 0, an image that, if
L did not exist, would form I (Fig-
ure 2.6b). Becauseof the presence
of L , the rays converge in O (Fig-
ure 2.6c): therefore, we say that
I plays the role of a virtual object
for lens L .

Figure 2.6: Virtual Image(a), Real Image(b), and Virtual Object (c)

Thesenotions of virtual imagesand virtual objects in geometricaloptics correspond
to geometricconstructions,which are the focal point for light ray extensions.Theseare
intermediary concepts,created as such, which cannot be materialized but can facilitate
imageconstruction, and for this reason,are widely usedin designingoptical devices.

The imagesof virtual reality then, are not virtual. Theseare essentially computer-
generatedimages,produced by a computer, which like any image, reproduce a reality
of the physical world or display a mental abstraction. They materialize on our terminal
screensand are, therefore, as de�ned by opticians, real images. However, they give us
virtual objects to look at, and it is the quality of the visual renderingthat createsin part,
the illusion of reality.
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2.4.2 Image Perception

As in most older disciplines, the fundamentals of geometrical optics are based on
conceptsderived directly from common senseand acquired from daily experience. The
sameapplies to the notion of light ray, of rectilinear propagation and the principle of
reversibility. Thesenotions aresoinstilled in us13, soe�ectiv e in the normal perceptionof
our environment, that they causeus to make mistakesof interpretation that causesome
illusions and mirage. Theseillusions are in fact solutions proposedby the brain after a
light followsthe simulation of a path: it travelsthe path in the oppositedirection (principle
of reversibility), in a straight line (rectilinear propagation), by bypassingthe diopter and
mirrors (no refraction, no re
ection), and by assuminga homogeneousenvironment!

O

I

b) ray bending

Earth

c) miragea) mirror

O I

O

I

Each morning, we seeour image behind the mirror, even though there is nothing behind it except a mental
image formed in our brain . . . that forgot the laws of re
ection (Figure 2.7a). In dry, clear weather, we can
seean island behind the horizon. The di�erences in density with the altitude within the atmosphere create a
non-homogeneous environmen t that causesthe ligh t rays to bend; if this variation in density is large enough,
the curve imp osed on the ligh t rays can e�ectiv ely make the island appear above the horizon (Figure 2.7b).
Mirage is the same type of illusion (Figure 2.7c). The layers of air near the ground can become ligh ter than
the upper layers due to local warming: they then cause a curve of rays tra veling towards the ground. The
simultaneous observation of an object O in direct vision and from an image I due to the curve of certain
rays, can also be interpreted by the presence of a body of water in which the object O would be re
ected.

Figure 2.7: Illusions of Rectilinear Propagation and Opposite Return

Theseillusions are real in the sensethat real imagesmake an impressionon our retina;
and they arevirtual in the sensethat how weinterpret thesereal imagesleadsusto assume
that virtual objects, which are the results of incompletegeometricconstructions(Figure
2.7), exist. The interpretation is the result of an imageconstruction simulation, for which
the brain, likean inexperiencedstudent, would not haveveri�ed the application conditions
of the model that it used(here, a rectilinear propagation model of light in a transparent
and homogeneousenvironment). Geometric optics provides us with an interpretation of
a certain number of optical illusions, but to better understand them, we must, like the
heroineof LewisCarroll14, crossthe mirror, go to the other sideand enter into the model's
universe.

13Geneticists would say that they are coded, neurophysiologists that they are memorized, electronic
technicians that they are wired, computer specialists that they are compiled, etc. . . .

14Lewis Carroll, Through the Looking Glass, 1872.

25



Concepts

2.4.3 Physics and Virtual Realit y

Physicists basetheir models on the observation of phenomena,and in return, they
explain the observed phenomenathrough thesemodels. It is the comparisonbetweenthe
simulation of the model and the experiment of the real that allows this mutual develop-
ment between observingand modeling a phenomenon. The brain also makes this kind
of comparisonas it perceives our environment: it comparesits own predictions to the
information that it takesfrom the environment. Thus, the sensesact as both a sourceof
information and a way to verify hypotheses;perceptionproblemsarecausedby unresolved
inconsistenciesbetweeninformation and predictions [Berthoz 97].

For physicists, the virtual is a tool for understandingthe real; it de�nitely appearsas
a construction in the universeof models. Consequently, the sameapplies to geometric
constructionsthat lead to optical virtual images,or the inclusion of virtual movements in
the determination of movement in mechanics. Everything happensas if is indeedthe most
currently usedexpressionby specialists when they are trying to explain a phenomenon
which is part of their �eld of expertise. Just like the expressiononce upon a time that
begins fairy tales, everything happens as if is the traditional preamble that marks the
passageinto the universeof the scienti�c model; it clearly puts the readeron guard: what
is going to follow only exists and makessensewithin the framework of the model.

To continue along our line of thought, we will demonstrate that virtual reality is
virtual becauseit involvesthe universeof models. A virtual reality is a universeof models
whereeverythinghappensas if the modelswerereal becausethey simultaneouslyo�er the
triple mediation of senses,action and mind (Figure 2.8). The user can thus observe the
activit y of the models through all of his sensorychannels(mediation of senses),test the
reaction time of models in real-time through adapted peripherals(mediation of action),
and build the pro-activit y of models by modifying them on-line to adapt them to his
projects (mediation of the mind). The active participation of the user in this universeof
models opensthe way to a true model experiment and henceto a better understanding
of their complexity.

2.5 Principle of Autonom y
Geppetto took his tools and set out to make his puppet. \What name shall I give him? he
said to himself. I think I wil l cal l him Pino cchio." [...] Having found a name for his puppet,
he began to work in good earnest, and he �rst made his hair, then his forehead, then his eyes.
The eyes being �nishe d, imagine his astonishment when Geppetto notic ed that they moved
and stared right at him. [...] He then took the puppet under the arms and placed him on the

o or to teach him to walk. Pino cchio's legs were sti� and he could not move, but Geppetto
led him by the hand and showed him how to put one foot in front of the other. When his
legs became 
exible, Pino cchio began to walk by himself and run about the room; until, he
went out the door, jumped into the street and ran o�.

Carlo Collo di, The Adventures of Pino cchio, 1883

A virtual reality application is madeup of a certain number of models (the virtual of
physics) that usersmust be able to perceive, experiment and modify in the conditions of
the real (the three mediationsof the real of philosophers).Thus, userscan jump in or out
of the system'scontrol loop, allowing them to operate models on-line. As for modelers,
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reactivit y.
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pro-activit y.

Figure 2.8: The Three Mediations of Models in Virtual Reality

they must integrate a user model (an avatar) into their systemso that the user can be
e�ectiv ely included and participate in the development of this universeof models.

2.5.1 Op erating Mo dels

The three main operating modesof modelsare perception,experiment and modi�ca-
tion. Each onecorrespondsto a di�eren t mediation of the real [Tisseau98b].

The mediation of the sensestakesplacethrough model perception: the userobserves
the activit y of the model through all of his sensorychannels. The sameapplies to a
spectator in an Omnimax theater who, seatedon moving seatsin front of a hemispheric
screenin a room equipped with a surround-soundsystem,really feelsas if he is a part of
the animated �lm that he is watching, even though he cannot modify its course. Here,
the quality of the sensoryrenderingsand their synchronization is essential: this is real-
time animation's specialty. The most current de�nition of animation is to makesomething
move. In the morespeci�c �eld of animated�lms, to animatemeansto givethe impression
of movement by scrollinga collectionof orderedimages(drawings,photographs,computer-
generatedimages,etc.). Theseimagesare produced by applying an evolution model of
the objects in the represented scene.

The mediation of action involvesmodel experiments: the user tests the model's reac-
tivit y through adaptedmanipulators. The sameappliesto the �gh ter pilot at the controls
of a 
igh t simulator: his training focusesmainly on learning the reactive behavior of the
plane. Basedon the principle of action and reaction, the emphasishere is placedon the
quality of real-time rendering,which is what interactive simulation doesbest. The stan-
dard meaningof simulate is to make somethingthat is not real seemasif it is. In the �eld
of science,simulation is an experiment on a model; it allows you to test the quality and
internal consistencyof the model by comparing its results to thoseof the experiment on
the modeledsystem. Today, it is being usedmore and more to study complexsystemsin
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which human beingsare involved to both train operatorsaswell asresearch the reactions
of users. In thesesimulations where man is in the loop, the operator developshis own
behavioral model, which interacts with the other models.

The mediation of the mind takesplace when the user himself modi�es the model by
using an expressivenessthat is equivalent to that of the modeler. The sameapplies to
an operator who partially recon�gures a system while the rest of the system remains
operational. In this fast-growing �eld of interactive prototyping and on-line modeling,
it is essential that usersbe able to easily intervene and expressthemselves. To obtain
this level of expressiveness,the user generallyusesthe sameinterface and especially the
samelanguageas that of the modeler. The mediation of the mind is thus realizedby the
mediation of language.

So, the closelyrelated �elds of real-time animation, interactive simulation and on-line
modeling represent three aspects of the operation of models. The three together allow
the triple mediation of the real that is neededin virtual reality and de�ne three levelsof
interactivit y (Figure 2.9).

. Real-time animation corresponds to a zero level of interactivit y between the user
and the model being run. The user is under the in
uence of the model becausehe
cannot act on the parametersof the model: he is simply a spectator of the model.

. Interactive simulation corresponds to the �rst level of interaction becausethe user
canaccesssomeof the model's parameters.The userthus plays the role of the actor
in the simulation.

. In on-line modeling, the models themselvesare the parametersof the system: the
interaction reaches the highest level. The user, by modifying himself the model
being run, participates in the creation of the model and thus becomesa cre-actor
(creator-actor).

interactivity
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interactive simulation

real-time animation

on-line modelization
actor

spectator

cre-actor
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Figure 2.9: The Di�eren t Levelsof Interaction in Virtual Reality

2.5.2 User Mo deling

The user can interact with the image through adapted behavioral interfaces. But,
what the user is able to observe or do within the universeof models is only what the
systemcontrols through devicedrivers, which are vital intermediariesbetweenman and
machine. The user's sensory-motormediation is thus managedby the systemand then
modeled within the system in one manner or another. The only real freedomthat the
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user has is his decision-makingoptions (mediation of the mind), which are restricted by
the system'slimitations in terms of observation and action.

It is alsonecessaryto explain the inclusionof the userby representing it through a spe-
ci�c model of an avatar within the system. At the least, this avatar is placedin the virtual
environment in order to de�ne a perspectivethat is neededfor di�eren t sensoryrenderings.
It has virtual sensors,robot actuators (vision [Renault 90], sound [Noser95], and hand
grips [Kallmann 99]) to interact with the other models. The data gatheredby the avatar's
virtual sensorsare transmitted to the user in real time by devicedrivers,while the user's
commandsare transmitted in the opposite direction to the avatar's robot actuators. It
alsohasmethodsof communication in order to communicatewith the other avatars, these
methods thus strengthen its sensory-motorcapabilities and allow it to receive and emit
languagedata. The avatar display may be non-existent (BrickNet [Singh 94]), reduced
to a simple 3D primitiv e, which is textured but not structured (MASSIVE [Benford 95]),
and assimilatedinto a polyarticulated rigid system(DIVE [Carlsson93]) or a morerealis-
tic representation that includesevolved behaviors such as gesturesand facial expressions
(VLNET [Capin 97]). This display, when it exists,makesit easierto identify avatars and
the non-verbal communication between them. Thus, with this explicit user modeling,
three major typesof interaction can coexist in the universeof digital models:

. model-to-model interactions such as collisionsand attachments;

. model-to-avatar interactions that allow sensory-motormediation betweena model
and a user;

. avatar-to-avatar interactions that allow avatars to meet in a virtual environment
sharedby several users(televirtualit y [Qu�eau93a]).

The user'sstatus in virtual reality is di�eren t than his status in scienti�c simulations of
digital calculationsor in the interactivesimulation of training simulators (Figure 2.10). In
scienti�c simulation, the usersetsthe model's parametersbeforehand,and interprets the
calculation results afterwards. In the caseof a scienti�c display system,the development
of the calculationsmay be observed with virtual reality sensoryperipherals[Bryson 96],
but it remainsthe model's slave. The systemsof scienti�c simulation are model-centered
systemsbecausesciencemodelswant to createuniversalrepresentations that areseparate
from individual impressionsfrom reality. In contrast, interactive simulation systemsare
basically user-centered to give the user all of the ways neededto control and pilot the
model: the model must remain the user's slave. By introducing the notion of avatar,
virtual reality placesthe user at the sameconceptual level as the model. The master-
slaverelationship is thus eliminated for a greaterautonomy for modelsand consequently,
a greater autonomy for users.

2.5.3 Autonomizing Mo dels

To autonomizea model you must provide it with ways to perceive and respond to its
surrounding environment. It must also be equipped with a decision-makingmodule so
that it can adapt its reactionsto both external and internal stimuli. We usethree linesof
thought as a guide to the autonomization of models: autonomy by essence,by necessity
and by ignorance.
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model model model

avatar

Figure 2.10: UserStatus in Scienti�c Simulation (a), in Interactive Simulation (b) and in
Virtual Reality (c)

Autonomy by essencecharacterizesall living organisms,from a simplecell to a human
being. Avatars are not the only models that can perceive and respond to their digital
environments: any model that is supposedto represent a living beingmust have this kind
of sensorymotor interface. The notion of animat, for example,concernsarti�cial animals
whoserules of behavior are basedon real animal behaviors [Wilson 85]. Like an avatar,
an animat is situated in an environment; it has sensorsto acquire information about its
environment and e�ectors to react within this environment. However, unlike an avatar,
which is controlled by a human being, an animat must be self-controlled in order to coor-
dinate its perceptionsand actions [Meyer 91]. Control can be innate (pre-programmed)
[Beer 90], but in the animat approach, it will moreoften be acquiredin order to stimulate
the genesisof adaptive behaviors for survival in changing environments. Therefore, re-
search in this very active �eld revolvesprimarily around the study of learning (epigenesis)
[Barto 81], development (ontogeny) [Kodjabachian 98] and the evolution (phylogenesis)
[Cli� 93] of control architecture [Meyer 94, Guillot 00]15. Animating virtual creatures
through thesedi�eren t approachesprovidesa very clearexampleof theseadaptive behav-
iors [Sims94], and modeling virtual actors falls under the sameapproach [Thalmann 96].
Thus, autonomizing a model associated with an organism allows us to understand the
autonomy observed in this organismmore fully.

Autonomy by necessity involvesthe instant recognitionof changesin the environment,
by both organismsand mechanisms.Physicalmodeling of mechanismsusually takesplace
by solving di�eren tial equation systems.Solving thesesystemsrequiresknowledgeabout
the conditions of the limits that restrict movement, but in reality, theseconditions can
change all the time, whether the causesin themselves are known or not (interactions,
disturbances,changesin the environment). The model must then be able to perceive
these changesin order to adapt its behavior during execution. This is truer when the
useris in the systembecause,through his avatar, he can make changesthat wereinitially
completely unde�ned. The exampleof sand 
o wing through an hourglasscan be used
to illustrate this concept. The physical simulation of granular medium of sand is usually
basedon micromechanical interactions betweentwo solid spheres.Such simulations take
several hours of calculation to visualize the 
o w of sand from onesphereto another and

15From Animals to Animats (Simulation of Adaptive Behavior): bi-annual conferencesince 1990
(www.adaptive-behavior.org/ conf )
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are therefore, unsuited for the constraints of virtual reality [Herrmann 98]. Modeling
with larger grains (mesoscopiclevel) basedon punctual massesconnectedto each other
by appropriate interactions results in displays that are satisfactory, but not interactive
[Luciani 00]. Our approach involves large autonomousgrains of sand that, individually,
detect collisions(elastic collisions) and are sensitive to gravit y (free fall). It allows us to
not only simulate the 
o w of sand in the hourglass,but also to adapt in real-time to the
hourglassif it is turned over, or hasa hole [Harrouet 00]. Thus, autonomizingany model
whatsoever, allows it to react to unplannedsituations that comeup during execution,and
which are the result of changesin the environment due to the activit y of other models.

Autonomy by ignorancerevealsour current inabilit y to explain the behavior of complex
systemsthrough the reductionist methods of an analytical approach. A complexsystem
is an open system made up of a heterogeneousgroup of atomic or composite entities.
The behavior of the group is the result of the individual behavior of theseentities and
of their di�eren t interactions in an environment that is also active. Basedon schools,
the behavior of the group is seenas either organizedthrough a goal, which would be
teleologicalbehavior [Le Moigne 77], or asthe result of an auto-organizationof the system,
which would be emergence[Morin 77]. The lack of overall behavior models for complex
systemsleadsus to distribute control over the systems'components and thus, autonomize
the modelsof thesecomponents. The simultaneousevolution of thesecomponents enables
a better understanding of the behavior of the entire overall system. Hence,a group of
autonomousmodels interacting within the samespacehas a part in the research and
experiments of complexsystems.

Autonomizing models, whether by essence,necessity or ignorance, plays a part in
populating virtual environments with arti�cial life that strengthens the impression of
reality.

2.5.4 Autonom y and Virtual Realit y

The userof a virtual reality systemis an all-in-one spectator, actor and creator of the
universeof digital modelswith which heinteracts. Evenbetter, heparticipatescompletely
in this universewhere he is represented by an avatar, a digital model, that has virtual
sensorsand robot actuators to perceive and respond to this universe.The true autonomy
of the user is found in his capability to coordinate his perceptionsand actions, either by
accident, to simply wander around in this virtual environment, or by following his own
goals. The user is thus placed at the sameconceptual level as the digital models that
make up this virtual world.

Di�eren t typesof models | such as particles, mechanismsand organisms| coexist
within virtual universes.For the organismmodels, it is essential that they have ways to
perceive, act and decidein order to reproduce as best as possibletheir abilit y to decide
by themselves. This approach is also neededfor mechanismsthat must be able to react
to unforeseenchangesin their environment. Moreover, our ignorancein understanding
systemsoncethey becometoo complex, leadsus to decentralize the control of the sys-
tem's components. The models,whatever they are,must then have investigationmethods
equal to those of the user and decisionmethods that match their functions. A sensory
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disability (myopia, deafness,anesthesia)causesan overall lossof the subject's autonomy.
This is alsotrue for a mobilit y impairment (sprain, tear, strain) and for a mental impair-
ment (amnesia,absent-mindedness,phobia). So,providing modelswith ways to perceive,
act and make decisions,meansgiving them an autonomy that placesthem at the same
operational level as the user.

Continuing along our line of thought, which beganwith the philosophersand physi-
cists, we have established,in principle, the autonomization of digital models that make
up a virtual universe. A virtual reality is a universeof interacting autonomousmodels,
within which everything happens as if models were real becausethey provide usersand
other modelsa triple mediation of senses,action and languageall at the sametime. (Fig-
ure 2.11). To accept this autonomy on belief, is to accept sharing the control over the
evolution of virtual universesbetweenhuman usersand the digital models that populate
theseuniverses.
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Figure 2.11: Autonomy and Virtual Reality

This conceptionof virtual reality thus coincideswith Collodi's old dream,asdescribed
in the quote located at the beginningof this section2.5, of making his famouspuppet an
autonomousentit y that ful�lls the life of his creator. Geppetto's approach for reaching
his goal was the sameaswhat we have found in virtual reality. He started by identifying
him (I wil l call him Pinocchio), then he worked on his appearance([he] started by making
his hair, then his forehead), and making him sensorsand actuators (then the eyes[...]).
He then de�ned his behaviors (Geppetto led him by the hand and showed him how to put
one foot in front of the other) in order to make him autonomous(Pinocchio began to walk
by himself) and �nally , he could not help but notice that autonomizing a model means
that the creator losescontrol over his model (he jumped into the street and ran o� ).
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2.6 Conclusion
As a result of interdisciplinary works on the computer-generateddigital image,virtual

reality transcendsits originsand hasestablisheditself today asa newdisciplinewithin the
engineeringsciences.It involvesthe speci�cation, designand creation of a participatory
and realistic virtual universe.

A virtual universe is a group of autonomousdigital models in interaction in which
human beingsparticipate as avatars. Creating theseuniversesis basedon an autonomy
principle accordingto which digital models:

. are equipped with virtual sensorsthat enablethem to perceive other models,

. have robot actuators to act on the other models,

. have methods of communication to communicate with other models,

. andcontrol their perception-responsecoordinations through a decision-makingmod-
ule.

An avatar is therefore a digital model whosedecision-makingabilities are delegatedto
the human operator that it represents. Digital models, located in spaceand time, evolve
autonomouslywithin the virtual universe,of which the evolution of the group is the result
of their combined evolution.

Man, model among models, is spectator, actor and creator of the virtual universe
to which he belongs. He communicateswith his avatar through a languageand various
sensory-motordevices that make the triple mediation of senses,action and language
possible. The multi-sensory rendering of his environment is that of, realistic, computer-
generateddigital images:3D, sound,touch, kinesthetic, proprioceptive, animated in real
time, and sharedon computer networks.

Therefore, the epistemologicalline of thought that we took in Chapter 2 placesthe
concept of autonomy at the center of our research problem in virtual reality. In the
following chapters we will ask ourselveshow to implement theseconceptsby asking the
following: which models (Chapter 3) and which tools (Chapter 4) should be used to
autonomizemodels?
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Chapter 3

Mo dels

3.1 In tro duction
In this chapter, wepresent the main modelsthat wehavedevelopedin order to observe

the principle of autonomy that was introducedin the previouschapter.
First, we will adapt the multi-agent approach to the problem of virtual reality by

introducing the notion of participatory multi-agent simulation.
Secondly, we will use the seriousexample of blood coagulation to explain the phe-

nomenonof collectiveauto-organizationthat takesplacein multi-agent simulations. Through
this example,we will defendthe idea of in virtuo experimentation; a new type of experi-
mentation that is possibletoday in biology.

Wewill then explain how to model perceptivebehavior with the help of fuzzy cognitive
maps. Thesemaps allow us to de�ne the behavior of an autonomousentit y, control its
movement, and simulate its movement through the entit y itself so that it can anticipate
its behavior through active perception.

Thesemodelsarethusour intermediary representations betweenthe concepts(Chapter
2) that inspire them and the tools (Chapter 4) that implement them.

3.2 Autonomous Entities
The unit of analysis is therefore the activity of the person in real life. It does not refer to
the individual, nor the envir onment, but the relationship between the two. The envir onment
does not just modify actions, it is part of the system of action and cognition. [...] A real
activity then, is made up of 
exibility and opportunism. From this perspective, and contr ary
to the theory of problem solving, a human being does not engage in action with a series of
rational ly pre-speci�e d objectives according to an a priori model of the world. He looks for
his information in the world. What becomes normal, is the way that he integrates himself
to act in an envir onment that changes and that he can modify, and how he uses and selects
available information and resources: social, symbolic and material. [Vacherand-Revel 01]

Despite having becomemore realistic, virtual universeswill lack credibility as long
as they are not populated with autonomousentities. The autonomization of entities is
divided into three modes: the sensory-motormode, the decision-makingmode and the
operational mode. It is actually basedupon a sensory-motorautonomy: each entit y is
provided with sensorsand e�ectors that allows it to get information and respond to its
environment. It is alsobasedon a decision-makingautonomy: each entit y makesdecisions
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accordingto its own personality (its history, intentions, state and perceptions). Finally,
it requiresexecutionautonomy: each entit y's executioncontroller is independent of the
other entities' controllers.

In fact, this notion of autonomousentit y is similar to the notion of agent in the
individual-centered approach of multi-agent systems.

3.2.1 Multi-Agen t Approac h

The �rst works on multi-agent systemsdate back to the 80's. They werebasedupon
the asynchronism of languageinteractions betweenactors in distributed arti�cial intelli-
gence[Hewitt 77], the individual-centered approach of arti�cial life [Langton 86], and the
autonomy of moving robots [Brooks 86]. Currently, there aretwo major trendswithin this
disciplinary �eld: either attention is focusedon agents as they are (intelligent, rational
or cognitive agents [Wooldridge 95]), or the focus is on the interactions betweenagents
and collective aspects (reactive agents and multi-agent systems[Ferber 95]). Thus, we
can �nd agents that reasonthrough beliefs, desiresand intentions (BDI: Belief-Desire-
Intention [George� 87]), agents that are more emotional, as in somevideo games(Crea-
tures [Grand 98]) or stimulus response-type agents that are purely reactive, as in insect
societies (MANT A [Drogoul 93]). In any case,these systemsdi�er from the symbolic
planning modelsof classicArti�cial Intelligence(STRIPS [Fikes71]) by recognizingthat
an intelligent behavior canemergefrom interactionsbetweenagents that aremorereactive
placedin an environment that is itself active [Brooks 91].

Theseworks weremotivated by the following observation: there aresystemsin nature,
such as insect coloniesor the immune system for example, that are capableof accom-
plishing complex, collective tasks in dynamic environments without external control or
central coordination. Thus, research on multi-agent systemsis striving towardstwo major
objectives. The �rst objective is to build distributed systems,which are capableof ac-
complishingcomplextasksthrough cooperation and interactions. The secondobjective is
to understandand conduct experiments of collective auto-organizationmechanismsthat
appear when many autonomousentities are interacting. In any event, thesemodels favor
a local approach wheredecisionsarenot madeby a central coordinator familiar with each
entit y, but by each of the entities individually. Theseautonomousentities, called agents,
only have a partial, and therefore incomplete,view of the virtual universein which they
evolve. Each agent can be consideredas an enginethat is continuously following a triple
cycle of perception,decisionand action:

1. perception: perception: it perceivesits immediateenvironment through specialized
sensors,

2. decision: it decideswhat it must do, taking into account its internal state, its sensor
valuesand its intentions,

3. action: it acts by modifying its internal state and its immediate environment.

Two major types of applications are a�ected by multi-agent systems: distributed
problem-solvingand multi-agent systemsimulation. In distributed problem-solving,there
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is an overall satisfaction function that allows us to evaluate the solution according to
the problem to be solved; while in simulation, we assumethat there is at best, a local
satisfaction function for each agent [Ferber 97].

Like all modeling, the retained multi-agent approach simpli�es the researched phe-
nomenon. And in addition, this approach enablesit, for the most part, to maintain its
complexity by allowing for diverseelements, structures and associated interactions. To-
day however, multi-agent modeling doesnot have the right theoretical tools to deducethe
behavior of the entire multi-agent systemfrom the individual behavior of agents (direct
problem), or to induce through reasoningthe individual behavior of an agent when we
know the collective behavior of a multi-agent system(reverseproblem). Simulating these
modelspartly makesup for the lack of appropriate theoretical tools by allowing us to ob-
serve structuresand behaviors that collectively emergefrom local, individual interactions.
We retain this multi-agent simulation approach for virtual reality.

3.2.2 Participatory Multi-Agen t Simulation

Many designmethodsfor multi-agent systemshavealreadybeenproposed[Wooldridge 01],
but noneof them have really beenestablishedyet, as is the caseof the UML method for
object designand programming[Rumbaugh 99]. We will retain herethe Vowelapproach,
which analyzesmulti-agent systemsfrom four perspectives: Agents, Environments, In-
teractions, and Organizations (the vowels A,E,I,O), which are all of equal paradigmic
importance [Demazeau95]. In virtual reality, we suggestadding the vowel U (forgotten
in AEIO), as in U for User, to include the active participation of the human operator
in the simulation (man is in the loop). Thus, virtual reality multi-agent simulations will
becomeparticipatory.

A as in Agen t

A virtual universeis a multi-model universein which all typesof autonomousentities
can coexist: from the passive object to the cognitive agent, with a pre-programmed
behavior or an adaptive,evolutionary behavior. An agent canbeatomic or composite,and
be the headof another multi-agent systemitself. Consequently, a principle of component
heterogeneity must prevail in virtual worlds.

E as in Environmen t

An agent's environment is madeup of other agents, usersthat take part in the simula-
tion (avatars) and objects that occupy the spaceand de�ne a certain number of space-time
constraints. Agents are thus placed in their environment, a real open system in which
entities can appear and disappear at any time.
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I as in In teraction

Diverseentities (objects, agents and users)generatediverseinteraction amongthem-
selves. We �nd physical phenomenasuch asattractions, repulsions,collisionsand attach-
ments, aswell asexchangesof information amongagents and/or avatars through gesture
and languagetransmissions(languageactsor codeexchangesto be analyzed). Destroying
and creating objects and/or agents also strengthensthesedi�eren t interaction possibili-
ties. Consequently, new properties, unknown for di�eren t entities taken individually, will
eventually emergefrom interactions betweenan agent and its environment.

O as in Organization

A set of social rules, like a driving rule, can structure all of the entities by de�ning
roles and the constraints between theseroles. Theseroles can be assignedto agents or
negotiated among them; they can be known in advance or emergefrom con
icting or
collaborative situations - the results of interactions among agents. So, both prede�ned
and emergent organizationsstructure multi-agent systemsat the organizational level, a
given level which is both an aggregateof low-level entities and a high-level entit y.

U as in User

The usercan take part in the simulation at any time. He is represented by an avatar-
agent of which he controls decisionsand usessensory-motorcapabilities. He interfaces
with his avatar through di�eren t multi-sensory peripherals,and has a languageto com-
municate with agents, modify them, create new ones,or destroy them. The structural
identit y betweenan agent and an avatar allows the user,at any time, to take the placeof
an agent by taking control of his decision-makingmodule. During this substitution, the
agent can eventually go into a learning mode through imitation (PerAc [Gaussier98]) or
by example[Del Bimbo 95]. At any time, the usercanreturn the control to the agent that
he replaced.This principle of substitution betweenagents and userscan be evaluated by
a type of Turing test [Turing 50]: a user interacts with an entit y without guessingthat it
is an agent or another user, and the agents respond to his actions as if he were another
agent.

The Vowelapproach thus extended(AEIO + U) fully involvesthe userin multi-agent
simulation, henceconcurring with the approach of participatory design(participatory de-
sign [Schuler 93]), which prefersto seeusersas human actors rather than human factors
[Bannon 91]. Such a participatory multi-agent simulation in virtual reality implements dif-
ferent typesof models(multi-models) from di�eren t �elds of expertise (multi-disciplines).
It is often complexbecauseits overall behavior dependsjust as much on the behavior of
the models themselvesas the interactions betweenthe models. Finally, it must include
the free will of the human userwho usesthe modelson-line.
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3.2.3 Behavioral Mo deling

A model is an arti�cial representation of a phenomenonor an idea; it is an intermediary
stepbetweenthe intelligible and the sensory, betweenthe phenomenonand its idealization,
betweenthe idea and its perception. This representation is basedon a systemof symbols
that have a meaning,not just for the designerwho composesthem, but also for the user
who perceivesthem (a user'sperspective of the semantics may be di�eren t from that of
the modeler's). A model has multiple functions. For a modeler, the model allows him
to imagine, design,plan and improve his representation of the phenomenonor idea that
he is trying to model. The model becomesa communication medium to represent, make
peopleaware of, explain or teach related concepts.At the other end of the spectrum, the
model helps the user to understand the represented phenomenon(or idea); he can also
evaluate and experiment by simulation.

Three major categoriesof digital models are usually identi�ed: descriptive, causal
and behavioral [Arnaldi 94]. The descriptive model reproducesthe e�ects of the modeled
phenomenonwithout any a priori knowledgeabout the causes(geometricsurfaces,inverse
kinematics, etc.). The causalmodel describes the causescapableof producing an e�ect
(for example, rigid poly-articulated, �nished elements, mass-springnetworks, etc.). Its
executionrequiresthat the solution which is implicitly contained in the model beclari�ed;
the calculation time is then longerthan that of a descriptivemodel for which the solution is
given(causal/dynamicversusdescriptive/kinematic). The behavioral model imitates how
living beingsfunction accordingto a cycleof perception,decisionand action (arti�cial life,
animat, etc.). It involvesboth the internal andexternalbehaviors of entities [Donikian 94].
Internal behaviors are internal transformations that can lead to perceptible changeson
the entit y's exterior (i.e. morphology and movement). These internal behaviors are
components of entities and depend little on their environment, unlike external behaviors
that re
ect the environment's in
uence on the entit y's behavior. Theseexternal behaviors
canbe purely reactiveor driven(stimulus/response),perceptiveor emotional (responseto
stimulus dependson an internal emotionalstate), cognitive or intentional (the responseis
guided by a goal), adaptive or evolutionary (learning mechanismsallowing you to adapt
the responseover the courseof time), social or collective (the responseis limited by the
rules of a society).

Section3.3, which follows, presents a seriousexampleof multi-agent simulation based
on reactive behaviors in order to observe the collective auto-organizingproperties of such
systems. In another direction, Section 3.4 focuseson an emotional type of behavior to
highlight the di�erence betweenindividual sensationand perception.
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3.3 Collectiv e Auto-Organization
A protein is more than a tr anslation in another language of one of the books from the gene
libr ary. The genes that persist in our cells during our existence, contain | are made up
| of information. The real tools | the real actors | of cell life are the proteins, which
are more or less quickly destroyed and disappear if they are not renewed. Once the cell puts
them together, proteins fold up into complex shapes. Their shape determines their capability
to attach themselves to other proteins and inter act with them. And it is the natur e of these
inter actions that determine their activity | their e�e ct. [...] But trying to attribute an
unequivocal activity | an intrinsic property | to a given protein amounts to an il lusion.
Its activity, e�e ct and longevity depend on its envir onment, the col lectivity of the other
proteins around it, the pre-existing bal let into which it wil l integrate itself. [Ameisen 99]

Facedwith the growing complexity of biological models,biologistsneednew modeling
tools. The advent of the computerand computerscience,and in particular virtual reality,
now o�ers newexperiment possibilitieswith digital simulations and introducesa newtype
of investigation: the in virtuo experiment. The expressionin virtuo (in the virtual) is a
neologismcreatedhereby analogywith adverbial phrasesfrom Latin etymology1 in vivo
(in the living) and in vitro (in glass). An in virtuo experiment is thus an experiment
conductedin a virtual universeof digital models in which man participates.

3.3.1 Simulations in Biology

Medicinehasusedhuman (in vivo) experimentation sinceits beginnings. In antiquit y,
this experiment wasin
uenced by magicand religion. It wasthe Greekschool of Kos that
demythologizedmedicalprocedure:around 400B.C., Hippocrates,with his famousoath,
establishedthe �rst rules of ethics by outlining the obligations of a practitioner towards
his patients. For a long time, life sciencesremained more or lessdescriptive and were
basedon observation, classi�cation and comparison. It was not until the development of
physics and chemistry that (in vitro) laboratory examinationsbecamea commonprac-
tice. In particular, the progressin optics and the invention of more and more evolved
microscopes made it possible to go beyond the limits of direct observation. Italians
Malpighi (1628-1694)and Morgagni (1682-1771)hencebecamethe precursorsof histol-
ogy by demonstrating the importance of studying the correlations betweenmicroscopic
biological structures and clinical manifestations. And undoubtedly, Frenchman Claude
Bernard and his famousIntr oduction to the Study of Experimental Medicine (1865) were
the start of real scienti�c medicinebasedon the rationalization of experimental methods.

Analogical simulation, or experiments on real models,wasusedfor scienti�c purposes
starting in the 18th century with the biomechanical automata of Frenchman Jacques
de Vaucanson(The Flute Player, 1738), and reached its peak in the 20th century, in
aeronautics,with wind tunnel tests on plane models. In medicine, (in vitro) laboratory
examinationsare basedon the sameapproach. In hematologylaboratories, in vitro blood

1in virtuo is not, however, a Latin expression. Biologists often use the expression in silico to
describe computerized calculations; there is for example, a scienti�c journal called In Silico Biology
(www.bioinfo.de/journals.ht ml). However, in silico makes no referenceto the participation of man
in the universeof digital models in progress;this is why we prefer in virtuo which, by its common root,
re
ects the experimental conditions of virtual reality.
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samplesusedduring laboratory analysisfunction as simpli�ed representations of in vivo
blood: the rheologicalconstraints are, in particular, very di�eren t.

Population Dynamics

Digital simulation, or experiments on virtual models, are usually basedon solving a
mathematical model made up of partial derivative equations such as @x=@t = f (x; t),
where t represents the time and x = (x1; x2; : : : ; xn ) represents the vector of the state
variablesthat are characteristic of the systemto be simulated. In molecularbiology, the
macroscopicbehavior of a systemis often attained by couplingkinetics equationsof chem-
ical reactionswith thermomechanical equationsof molecular 
o w, which in �rst approxi-
mation solvesequationssuch as@x=@t = Dr 2x + g(x), whereD is the system'sscattering
matrix and g is a non-linear function that represents the e�ects of chemical kinematics.
In hematology, this type of approach was applied starting in 1965to the kinematics of
coagulation [Hemker 65], then developed and broadenedto take into account new data
[Jones94] or to demonstratethe in
uence of 
o w phenomena[Sorensen99]. The solutions
that wereobtained in this way strongly dependedon the conditionsof the system'slimits,
aswell asthe valuesgiven to di�eren t reaction times and di�usion parameters.Biological
systemsare complexsystemsand modeling them requiresa large number of parameters.
As Hopkins and Leipold [Hopkins 96] demonstratedin their critique of the useof di�er-
ential equation mathematical models in biology, ignoring certain parametersof a model
known for being invalid can lead, despite everything, to valid adjustments with experi-
ment data. To avoid this drawback, someauthorsencouragethe useof statistical methods
in order to minimize the in
uence of speci�c valuesof certain parameters[Mounts 97].
Today, software toolssuch asGEPASI [Mendes93] and StochSim [Morton-Firth 98] make
it possibleto use this classicproblem-solvingapproach of chemical kinematics through
di�eren tial equationsat a molecular level, while tools such as vCell [Scha� 97] and eCell
[Tomita 99] are usedat the cell level.

This type of simulation in cell biology is basedon models that represent groups of
cells,not individual cells. Consequently, thesemodelsexplicitly describe the behavior of
populations that, we hope, implicitly re
ect the individual behavior of cells.

Individual Dynamics

In contrast, two major methods of digital simulation used in biochemistry, Monte
Carlo and molecular dynamics, are basedon selectingmicroscopictheories (structures
and molecular interaction potentials) to determinecertain macroscopicproperties of the
system [Gerschel 95]. Thesemethods explore the system'scon�guration spacethrough
an initial con�guration of n particles whosedevelopment is followed by sampling. This
samplingis time-dependent in moleculardynamics,and random in Monte Carlo methods.
The macroscopicproperties are then calculated as averagesfor all of the con�gurations
(microcanonical or canonical ensembles from statistical mechanics). The number n of
particles in
uences calculation times, usually proportional to n2, and limits the number
of sampledcon�gurations, in other words, the averageaccuracyin a Monte Carlo method,
or the system'sevolution time in a moleculardynamicscalculation. Thesemethodsrequire
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signi�cant calculation methods; today, the sizeof the largestsimulated systemsis around
106 atoms for real evolution times lessthan 10� 6s [Lavery 98]. In addition, they mainly
involve systemscloseto equilibrium and becauseof this, are lesssuitable for studying
systemsfar from equilibrium and basically irreversible, as the casemay be with the
phenomenaof hemostasis.

Cellular automata [Von Neumann66], inspired by biology, o�er an even more individ-
ualized approach. Conway's Game of Life [Berlekamp 82] popularizedcellular automata
and Wolfram formalized them [Wolfram 83]. Theseare dynamic systemsin which space
and time are discretized. A cellular automata is madeup of a �nite set of squares(cells),
each one containing a �nite number of possiblestates. The squares'states changesyn-
chronouslyaccordingto the laws of local interaction. Although they are basedon cellular
metaphor, cell automata are rarely usedin cell biology; we can however, refer to the sim-
ulation of an immune systemthrough a cellular automata in order to study the collective
behavior of lymphocytes [Stewart 89], the use of a cell automata to reproduce immune
phenomenawithin lymphatic ganglions[Celada92], and the development of a program-
ming environment basedon cell automata to model di�eren t cell behavior [Agarwal 95].
The heavy constraints of time-spacediscretization aswell asthoseof action synchronicity
are undoubtedly what inhibits the useof this technique in biology.

Multi-Agen t Auto-Organization

To overcomethesemethodology limitations, we proposemodeling biological systems
through multi-agent systems.The biologicalsystemsto be modeledareusually very com-
plex. This complexity is mainly due to its diverseelements, structures and interactions.
In the exampleof coagulation,molecules,cellsand complexesmake blood an environment
that is open (appearance/disappearanceand element dynamics), heterogenous(di�eren t
morphology and behaviors) and formed from composite entities (organs, cells, proteins)
that are mobile and distributed in spaceand in variable numbers in time. These el-
ements can be organized into di�eren t levels known beforehand(a cell is made up of
molecules)or emergeduring the simulation due to multiple interactionsbetweenelements
(formation of complexes). The interactions themselves can be di�eren t in nature and
operate on di�eren t spaceand time scales(cell-cell interactions, cell-protein interactions
and protein-protein interactions). There is currently no theory that is able to formalize
this complexity, in fact, there is no formal a priori proof method as there is for highly
formalized models. In the absenceof formal proof, we must turn to experiments of sys-
tems that are being developed in order to be able to validate experiments a posteriori:
this is what we have set out to do with multi-agent modeling and the simulation of blood
coagulation.

As we de�ne it within the framework of virtual reality, multi-agent simulation enables
real interaction with the modeled system as suggestedby a recent prospective study
on the requirements of cell behavior modeling [Endy 01]. In fact, during simulation, it
is possibleto view coagulation taking place in 3D; this visualization makes it possible
to observe the phenomenonas if you had a virtual microscope that was movable and
adjustableat will, and capableof di�eren t focusadjustments. The biologist can therefore
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focus on the observation of a particular type of behavior and observe the activit y of a
sub-system,or even the overall activit y of the system. At any moment, the biologist can
interrupt the coagulation and take a closer look at elements in front of him and at the
interactionstaking place,and canthen restart the coagulationfrom wherehehad stopped.
At any moment, the biologist can disrupt the systemby modifying a cell property (state,
behavior) or removing or adding new elements. Thus, he can test an active principle
(for example, the active principle of heparin in thrombophilia), and more generally an
idea, and immediately observe the consequenceson the functioning system. Multi-agent
simulation puts the biologist at the center of a real virtual laboratory that brings him
closerto experimental sciencemethods,while at the sametime giving him accessto digital
methods.

In addition to beingable to observe the activit y of a digital model beingrun on a com-
puter, the user can also test the reactivity and adaptability of the model in operation,
thus bene�tting from the behavioral character of digital models. An in virtuo experiment
providesan experiencethat a simple analysisof digital results cannot. Betweenformal a
priori proof and a posteriori validations, there is room today for a virtual reality experi-
encedby the biologist that can go beyond generallyacceptedideasto reach experienced
ideas.

3.3.2 Coagulation Example

The analogy betweena biological cell and a software agent is quasi-natural. In fact,
a cell interacts with its environment through its membrane and its surfacereceptors. Its
nucleusis the headof a geneticprogram that determinesits behavior; consequently it can
perceive, decideand respond. By extension,the analogybetweena multicellular system
and a multi-agent systemis immediate.

Cell-Agen t

Our designof a cell-agent revolvesaround three main steps. The �rst step is to choose
a 3D geometric shape that represents the cell membrane. The secondstep is to place
the sensors| the cell's receptors| on this virtual membrane (Figure 3.1a). The third
step involves de�ning the cell-agent's own behaviors (Figure 3.1b). A behavior can be
de�ned by an algorithm | calculation of a mathematical function, resolution of a system
of di�eren tial equations, application of production rules | or by another multi-agent
system that describes the inside of the virtual cell. The choice between algorithm and
multi-agent systemdependson the nature of each problemwithin the cell and how much is
known about the problem. Therefore,we have chosenan algorithm to model the humoral
response[Ballet 97a] and a multi-agent systemto simulate the proliferate responseof B
lymphocytes to anti CD5 [Ballet 98a], as it wasdemonstratedexperimentally [Jamin 96].
We have a library of prede�ned behaviors such asreceptorexpressionon the cell's surface,
receptor internalization, cell division (mitosis), programmedcell death (apoptosis) and
generation of molecular messengers(Figure 3.1c). New behaviors can be programmed
and integrated into a cell-agent so that it can adapt to a speci�c behavior of other cells.
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Designing a cell-agent revolves around three main steps. The �rst step is to choose a 3D geometric shape
that represents the cell membrane. The second step is to place the sensors | the cell's receptors | on
this virtual membrane (a). The third step involves de�ning the cell-agent's behaviors (b). A behavior can
be de�ned by an algorithm | calculation of a mathematical function, resolution of a system of di�eren tial
equations, application of production rules | or by another multi-agen t system that describes the inside
of the virtual cell. The choice between algorithm and multi-agen t system depends on the nature of each
problem within the cell and how much is known about the problem. A library of prede�ned behaviors such
as receptor expression on the cell's surface, receptor internalization, cell division (mitosis), programmed cell
death (apoptosis) and generation of molecular messengersmakes it possible to express a wide variet y of
behaviors (c).

Figure 3.1: Cell-Agent Design

The multi-agent systemis then obtained by placing an initial mixture of cellswithin a
virtual environment (i.e. a virtual test tube or virtual organ), in other words, a group of
cell-agents that each have a well-de�ned behavior. Within this universe,the interactions
between cell-agents are local: two cell-agents can only interact if they are within the
immediate neighborhood of the other cell-agent and if their receptors are compatible.
These interactions take into account the distance between receptorsand their relative
direction, as well as their a�nit y [Smith 97]. At each cycle, the basic behavior of each
cell-agent determinesit movement by taking into account the interactions it had in its
sphereof activit y. If oneof its receptorsis activated through contact with a receptorfrom
anothercell-agent, then a morecomplexbehavior canbetriggeredif all of its preconditions
are validated.

Virtual Vein

We have thus created,in collaboration with the HematologyLaboratory of the Brest
University Hospital Center, a multi-agent model of a virtual vein [Ballet 00a]. The blood
vesselsare lined with a layer of endothelialcellsof which oneof the rolesis to stop the ad-
hesionof platelets. The blood circulatesin the vesselscarrying cellsand proteins that will
be activated whena vesselis torn in order to stop the bleeding. The stoppageof bleeding
is a local phenomenonthat takesplace after a cascadeof cellular and enzymatic events
in a liquid environment madeunstableby blood 
o w. The phenomenaof hemostasisand
coagulationinvolvemobilecells(platelets, red blood cells,granulocytes,monocytes), �xed
cells (endothelial cells, subendothelial �broblasts), procoagulant proteins and anticoagu-
lent proteins. Each oneof theseelements has its own behavior; thesedi�eren t behaviors
becomeauto-organized,which results in the hole being blocked by platelets interwoven
with �brin. Hence,our model takesinto account the known characteristicsof coagulation:
3 typesof cells (platelets, endothelial cells and �broblasts) and 32 typesof proteins are
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included in 41 interactions (Figure 3.2). Someof thesereactions take place on the cell
surface,and others in the blood.

Reagen ts Pro ducts Description Reagen ts Pro ducts Description
Exogenic Path way AT3 + IXa 0 Inhibition

TF + VI Ia VI I:TF Coagulation AT3 + Xa 0 Inhibition
VI I + VI Ia VI Ia + VI Ia Coagulation AT3 + XIa 0 Inhibition
VI I + VI I:TF VI Ia + VI I:TF Coagulation AT3 + I Ia 0 Inhibition
IX + VI I:TF IXa + VI I:TF Coagulation alpha2M + I Ia 0 Inhibition
X + VI I:TF Xa + VI I:TF Coagulation TM + I Ia I Ii Inhibition
TFPI + Xa TFPI:Xa Inhibition AT3 + IXa 0 Inhibition
TFPI:Xa + VI I:TF 0 Inhibition AT3 + Xa 0 Inhibition

Endogenetic Path way AT3 + XIa 0 Inhibition
VI I + IXa VI Ia + IXa Coagulation AT3 + I Ia 0 Inhibition
IXa + X IXa + Xa Coagulation ProC + I Ii PCa + I Ii Inhibition
I I + Xa I Ia + Xa Coagulation PCa + Va 0 Inhibition
XIa + IX XIa + IXa Coagulation PCa + Va:Xa Xa Inhibition
XIa + XI XIa + XIa Coagulation PCa + PS PCa:S Inhibition
I Ia + XI I Ia + XIa Retro-activ ation PCa + PCI 0 Inhibition
I Ia + VI I I I Ia + VI I Ia Retro-activ ation PCa:S + Va 0 Inhibition
I Ia + V I Ia + Va Retro-activ ation PCa:S + V PCa:S:V Inhibition
Xa + V Xa + Va Retro-activ ation PCa:S:V + VI I Ia:IXa IXa Inhibition
Xa + VI I I Xa + VI I Ia Retro-activ ation PCa:S:V + VI I Ia 0 Inhibition
Xa + Va Va:Xa Prothrom binase Activ ation of Platelets
VI I Ia + IXa VI I Ia:IXa Tenase P + I Ia Pa + I Ia Coagulation
VI I Ia:IXa + X VI I Ia:IXa + Xa Tenase Formation of Fibrin
Va:Xa + I I Va:Xa + I Ia Prothrom binase I + I Ia Ia + I Ia Coagulation

The coagulation processis initiated on the surface of �broblasts. It is the tissue factor (TF) on the surface of the
�broblasts that initiates the coagulation process. The so-called exogenous path way is activ ated: Factor VI Ia binds
to the tissue factor and activ ates Factors VI I, IX and X. The �rst throm bin molecules, key factor of the phenomenon,
are generated, which launches the endogenouspath way and the actual coagulation cascade. Throm bin retroactiv ates
the Factors XI, V, and VI I I, and most imp ortan tly , the platelets. On the surface of the platelets th us activ ated, the
tenase and prothrom binase complexes are then in a position to be created and make their imp ortan t contribution
to the formation of throm bin. Throm bin also activ ates the �brinogen in �brin, which then in turn binds together
the activ ated platelets that are over the hole. The blood clot forms. At the same time, the inhibitors enter in
action: the TFP1 binds to the activ ated Factor X to inhibit the exogenous path way (Factor VI Ia bound to the
tissue factor), the alpha2macroglobulin and the antithrom bin3 inhibit the throm bin and the activ ated Factors X,
XI, IX. The Protein C is activ ated by the throm bin-throm bomodulin complex (I Ii: thrombin inhibitor ) cleaving
to the surface of the endothelial cells. The activ ated Protein C has two courses of action: it directly inhibits the
activ ated Factor V and indirectly , adhering to the Protein S and to the Factor V, inhibits the activ ated Factor VI I I.
The PCI (Protein C Inhibitor ) prevents the inhibitor action of the activ ated Protein C.

Figure 3.2: Interactions of the Coagulation Model

The wall of the vein is represented by a surfaceof 400�m 2 lined with endothelialcells.
In the middle of this virtual wall, a hole exposes36 �broblast cells, Willebrand factors
and tissuefactors (TF). Platelets, the main factors of coagulation(Factors I (�brinogen),
I I (prothrombin), V, VI I, VI I I, IX, X, XI) and inhibition factors (alpha2macroglobuline
(alpha2M) and antithrom bin3 (AT3)), TFPI (Tissue Factor Pathway Inhibitor), Protein
C (PC), Protein S (PS), thrombomodulin (TM) and the Protein C inhibitor (PCi), which
are all initially present in plasma,are placedrandomly in the virtual vein.

In Virtuo Exp erimen ts

Multi-agent simulation can then begin: each agent evolves over time according to
its prede�ned behavior. Figure 3.3 presents six intermediary states of the phenomenon
through a 3D viewer. So, we can observe primary hemostasisand plasmatic coagulation
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in di�eren t phasesand over time, measurehow the quantit y of each element evolves.
[Ballet 00b].

The 6 �gures depict di�eren t stages of the evolution of the coagulation simulation; they were captured from
di�eren t viewing angles of the virtual vessel. Image A shows the geometry of the models at the beginning
of the simulation: the yellow spheres represent the endothelial cells. The hole in the vein, in the middle of
the endothelial layer, shows the subendothelial �broblasts (blue spheres). The coaguluation and inhibition
factors in the plasma are represented by their Roman numerals, their Arabic numerals and their initials.
The unactiv ated platelets are black spheres. In the beginning, the exogenouspath way is activ ated, indicated
by the Factor VI Ia's bond on the tissue factor of the �broblast membrane (red pyramid in Image B). The
inhibition of these VI Ia:TF complexes by the activ ated TFPI-F actor X complex is very fast (disapp earance
of red pyramids). Images C and D show the intermediary steps of the generation of throm bin: the Factor
XI binds to the platelets and forms a complex with the Factor IX that it activ ates (Image C); the tenase
complex (IXa:VI I Ia), which also binds to the platelet surface, activ ates the Factor X (Image D). Image E
shows a prothrom binase complex (activ ated Factor V complex-activ ated Factor X) on the activ ated platelets
surface (red spheres), activ ating the prothrom bin in throm bin. Finally , Image F demonstrates the adhesion
of platelets to the subendothelium and the formation of blood clots. The generated �brin molecules are
represented by white and orange spheres (Image F).

Figure 3.3: Evolution of the Multi-Agent Simulation of Coagulation

Validating models is basedon several factors:
. the similarities betweenthrombin generationcurvesobtained in virtuo and in vitro,
. the consistencywith pathologies: decreaseof thrombin generatedin hemophilia
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(Figure 3.4a) and increasein thrombophilia,
. the correction of hemophilia through activated Factor VI I (Figure 3.4b),
. the correction of hypercoagulability through heparin (Figure 3.4c).

Hence,several thousand entities2, representing 3 types of cells and 32 types of proteins
involved in 41 types of interactions, auto-organizein a cascadeof reactions to �ll in a
hole that was not planned in advance,and which can be createdat any time during the
simulation and anywhere in the vein. This signi�cant examplereinforcesthe idea that
reactive autonomousentities, through their con
icting and collaborative interactions, can
becomeauto-organizedand adopt a group behavior unknown from individual entities.

a b c
Figure a compares the total number of throm bin molecules created during the simulation in the casesof
normal coagulation, hemophilia A (absenceof Factor VI I I) and hemophilia B (absenceof Factor IX). We can
therefore observe a weaker coagulation in the caseof hemophilia A and B: hemophilia A generates half the
throm bins of a normal coagulation, while hemophilia B generates three times less. Figure b compares the
throm bin generation curves in the case of normal coagulation, of hemophilia B (absence of Factor IX) and
hemophilia B treated by adding activ ated Factors VI I. The di�erence in coagulation between the treated
hemophilia and normal coagulation is no more than 6.5% here. Figure c compares the total number of
throm bin molecules created during the simulation in the case of normal coagulation, the Factor V Leiden
mutation and Factor V Leiden treated with heparin. The Factor V Leiden mutation inhibits the deactivation
of activ ated Factor V by activ ated Protein C. This genetic diseaseincreasesthe risk of venous throm bosis: the
number of throm bins formed is 4 times larger with the Factor V Leiden mutation than without it. Heparin
is an anticoagulen t that stim ulates the action of anti-throm bin I I I and th us corrects hypercoagulabilit y.

Figure 3.4: Main Resultsof the Multi-Agent Coagulation Model

3.3.3 In Vivo , In Vitr o, In Virtuo

The main qualities of a model | an arti�cial representation of an object or a phe-
nomenon| are basedon its capabilities to describe, suggest,explain, predict and sim-
ulate. Model simulation, or model experiment, consistsof testing this representation's
behavior under the e�ect of actions that we can carry out on the model. The results of a
simulation then becomehypothesesthat we try to prove by designingexperiments on the
singular prototype of a real system. Theseexperiments, rationalized in this way, make up
a true in vivo experiment. We distinguish four main typesof models (perceptive, formal,
analogical,digital) that lead to �v e major simulation families.

2Speci�c data is given in the thesis of PascalBallet [Ballet 00b].
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In Petto

Simulation of a perceptive model corresponds to in petto intuitions that comefrom
our imagination and the perception that we have of the systembeing studied. Thus, it
makes it possibleto test perceptionson the real system. Unclassi�ed and unreasoned
inspirations, idea associations and heuristics form mental imagesthat have the power of
suggestion. The scienti�c approach will try to rationalize these �rst impressionswhile
artistic creation will make somethingfrom thesedigital or analogicalworks accordingto
the media used. But it is often the suggestive side of the perceptive model that sparks
thesecreative momentsand leadsto invention or discovery.

In A bstr acto

Simulation of a formal model is basedon an in abstracto reasoningcarried out within
the framework of a theory. Reasoningprovidespredictions that can be tested on the real
system. Galle's discovery of Neptune in 1846,basedon theoretical predictions by Adams
and Le Verrier, is an illustration of this approach within the framework of the theory of
disturbancesfrom two bodies in celestial mechanics. Likewise, in particle physics, the
discovery in 1983of intermediatebosonsW + , W � and Z 0 had beenpredicteda few years
before by the theory of electroweak interactions. Hence, from the extremely large to
the extremely small, the predictive characteristic of formal modelshasproven to be very
fruitful in many scienti�c �elds.

In Vitr o

Simulation of an analogicalmodel takesplacethrough in vitro experiments on a sample
or model constructedby analogywith the real system. The similarities betweenthe model
and the systemhelp us to better understandthe systembeing studied. The wind tunnel
testson planemodelsallowedaerodynamiciststo better characterizethe 
o w of air around
obstaclesthrough the study of coe�cien ts of similarit y introducedat the end of the 19th

century by Reynoldsand Mach. Likewise,in physiology, the analogy of the heart as a
pump allowed Harvey (1628) to demonstratethat blood circulation fell under hydraulic
laws. Thus, from all times, the explanatory sideof analogicalmodelswasused,with more
or lessof an anthropocentric approach, to make what was unknown, known.

In Silic o

Simulation of a digital model is the executionof a program that is supposedto rep-
resent the systemto be modeled. In silico calculations provide results that are checked
againstmeasurements from the real system. The digital resolutionof mathematical equa-
tion systemscorresponds to the most current useof digital modeling. In fact, analytical
determination of solutionsoften encounters problemsthat are just as likely to involve the
characteristics of the equationsto be solved (non-linearity, coupling) as the complexity
of the limit conditions and the needto take into account very di�eren t space-timescales.
Studying the kinematicsof chemicalreactions,calculating the deformationof a solid under
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the e�ect of thermomechanical constraints, or characterizing the electromagneticradia-
tion of an antenna areclassicexamplesof implementing di�eren tial equationsystemson a
computer. Consequently, the digital model obtainedby discretization from the theoretical
model has today becomea vital tool for going beyond theoretical limitations, but is still
often consideredas a last resort.

In Virtuo

More recently, the possibility of interacting with a program that is being run has
openedthe way to real in virtuo experiments of digital models. It is now possibleto dis-
turb a model that is being run, to dynamically changethe limit condition and to delete
or add elements during simulation. This givesdigital models the status of being virtual
models, in�nitely moremalleablethan the real model usedin analogicalmodeling. Flight
simulators and videogameswerethe precursorsof virtual reality systems.However, these
systemsbecomenecessarywhenit is di�cult, or even impossibleto usedirect experiments
for whatever reason:hostile environment, accessdi�culties, space-timeconstraints, bud-
get constraints, ethics, etc. The user is able to go beyond simply observingthe digital
model's activit y while it is being run on a computer, and test the reactivity and adapt-
abilit y of the model in operation; thus bene�tting from the digital model's behavioral
characteristic.

The idea of a model representing the real is basedon two metaphors,oneartistic and
the other legal. The legal metaphor of delegation(the electedrepresents the people,the
papal nuncio represents the pope, the ambassadorrepresents the headof state) suggests
the idea of replacement: the model takes the place of reality. The artistic metaphor of
realization (the play is performed in public, artistic inspiration is represented by a work
of art) proposesthe idea of presence:the model is a reality. An in virtuo experiment
of a digital model makes it truly present and thus opens up new �elds of exploration,
investigation and understandingof the real.

3.4 Individual Perception
From time to time, one runs into a �gur e from a small part of [such] a network of symbols,
in which each symbol is represented by a node where arcs come in and go out. The lines
symbolize in a certain manner the links of trigger chains. These �gur es try to reproduce
the intuitive notion of conceptual connectedness. [...] The di�culty is that it is not easy
to represent the complex inter dependence of a large number of symbols through a couple of
lines connecting the dots. The other problem with this type of diagram, is that it is wrong
to think that a symbol is necessarily in service or out of service. If it is true of neurons, this
bistabilit y wil l not re
e ct al l of the neurons. From this point of view, the symbols are much
more complex that the neurons, which is hardly surprising since they are made up of many
neurons. The messagesexchanged between the symbols are more complex than a simple I am
activ ated, which is about the content of the neuron messages. Each symbol can be stimulate d
in many di�er ent ways, and the type of stimulation determines which other symbols wil l be
activated. [...] Let's imagine that there are node con�gur ations united by connections (that
can be in several colors in order to highlight the di�er ent types of conceptual connectedness)
accurately representing the simulation mode of symbols by other symbols. [Hofstadter 79]

To becomeemotional, behaviors must determine their responses,not only according
to external stimuli, but alsoaccordingto internal emotionssuch asfear, satisfaction, love
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Figure 3.5: Modeling and UnderstandingPhenomena

or hate. We proposeto describe such behaviors through fuzzy cognitive mapswherethese
internal states will be explicitly represented, and make it possibleto clearly draw a line
betweenperceptionand sensation

3.4.1 Sensation and Perception

Fuzzy Cognitiv e Maps

Cognitive mapsare taken from psychologists'works that presented this conceptto de-
scribethe complexbehaviors of topologicalmemorizationin rats (cognitive maps[Tolman 48]).
The mapswerethen formalizedasdirected graphsand usedin the theory of applied deci-
sion in economics[Axelrod 76]. Finally, they werecombined with a fuzzy logic to become
fuzzy cognitive maps (FCM : FuzzyCognitive Maps [Kosko 86]). The useof thesemaps
was even consideredfor the overall modeling of a virtual world [Dickerson94]. We pro-
posehere to delocalize fuzzy cognitive mapsat every agent level in order to model their
autonomousperceptive behavior within a virtual universe.

Just like semantic networks [Sowa 91], cognitive maps are directed graphswhere the
nodes are the concepts (Ci ) and the arcs are the in
uence lines (L ij ) between these
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concepts(Figure 3.6). An activation degree(ai ) is associated with each concept while
the weight L ij of an arc indicates a relationship of inhibition (L ij < 0) or stimulation
(L ij > 0) from conceptCi to conceptCj . The dynamicsof the map are mathematically
calculated by normalized matrix product as speci�ed by the formal de�nition of fuzzy
cognitive mapsgiven in Figure 3.7.

a 1

a 3

a 2

a 4

-1

-1

+1

+2

-1

+1

-1

This map is made up of 4 concepts and has 7 arcs. Each concept C i
has one degree of activ ation ai .
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B
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0 +2 � 1 � 1
0 � 1 0 +1

� 1 0 0 0
0 0 +1 0

1

C
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A

A zero in the line matrix L ij = 0 indicates the absence of a concept
arc Ci to concept Cj and a non null element of the diagonal L ii 6= 0
corresponds to a concept arc Ci on itself.

Figure 3.6: Example of a Cognitive Map

We use fuzzy cognitive maps to specify the behavior of an agent (graph structure),
and to control its movement (map dynamics). Thus, a fuzzy cognitive map has sensory
conceptswhoseactivation degreesare obtained by the fuzzi�cation of data coming from
the agent's sensors.It hasmotor conceptswhoseactivations are defuzzi�ed to be sent to
the agent's e�ectors. The intermediary conceptsre
ect the internal state of the agent and
intervenein the calculation of the map's dynamics. The fuzzi�cation and the defuzzi�ca-
tion are reached accordingto the principles of fuzzy logic [Kosko 92]. Hence,a concept
represents a fuzzy subset,and its degreeof activation represents the membership degree
in the fuzzy subset.

Feelings

As an example, we want to model an agent that is perceiving its distance from an
enemy. According to this distanceand its fear, it will decideto 
ee or stay. The closer
the enemy, the more afraid it is, and in turn, the more afraid, the more rapidly it will

ee.

We are modeling this 
igh t through the fuzzy cognitive map in Figure 3.8a. This
map has four concepts:two sensoryconcepts(enemyis near and enemyis far), a motor
concept(
e e) and an internal concept(fear). Three lines indicate the in
uences between
the concepts: the proximit y of the enemy stimulates fear (enemy is near ! fear), fear
causes
igh t (fear ! 
e e), and the enemy moving away inhibits fear (enemyis far ! fear).
We chosethe unforced(f a = 0) continuousmode(V = [0; 1]; � = 0; k = 5). The activation
of sensoryconcepts(enemyis near and enemyis far) is carried out by the fuzzi�cation of
the sensorfrom the distance to the enemy (Figure 3.8c) while the defuzzi�cation of the
desireto 
ee givesthis agent a 
igh t speed(Figure 3.8d).
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K indicates one of the rings ZZ or IR, by � one of the numbers 0 or 1, by V one of the sets
f 0; 1g; f� 1; 0; 1g; or [� � ; 1]. Giv en (n; t 0 ) 2 IN 2 and k 2 IR �

+ .

A fuzzy cognitiv e map F is a sextuplet (C; A ; L; A; f a ; R ) where:

1. C = f C1 ; � � � ; Cn g is the set of n concepts forming the nodes of a graph.

2. A � C � C is the set of arcs (Ci ; Cj ) directed from Ci to Cj .

3. L :

�
�
�
�

C � C ! K
(Ci ; Cj ) 7! L ij

is a function of C � C to K associating L ij to a pair of concepts (Ci ; Cj ),

with L ij = 0 if (Ci ; Cj ) =2 A , or with L ij equal to the weight of the arc directed from C i to Cj if
(Ci ; Cj ) 2 A . L (C � C) = (L ij ) 2 K n � n is a matrix of M n (K ). It is the line matrix of the map F
that, to simplify , we observe L unless indicated otherwise.

4. A :

�
�
�
�

C ! V IN

Ci 7! ai
is a function that at each concept Ci associates the sequence of its activ ation

degrees such as for t 2 IN ; ai (t ) 2 V given its activ ation degree at the moment t . We will observe
a(t ) = [(ai (t )) i 2 [[1 ;n ]] ]T the vector of activ ations at the moment t .

5. f a 2 (IRn ) IN a sequenceof vectors of forced activ ations such as for i 2 [[1; n]] and t � t 0 ; f a i (t ) given
the forced activ ation of concept Ci at the moment t .

6. R is a recurring relationship on t � t0 between ai (t + 1), ai (t ) and f a i (t ) for i 2 [[1; n]] indicating the
map dynamics F .

8i 2 [[1; n]]; ai (t0 ) = 0 ; 8i 2 [[1; n]]; 8t � t0 ; ai (t + 1) = � � g

0

@f a i (t );
X

j 2 [[1 ;n ]]

L j i aj (t )

1

A

where g : IR2 ! IR is a function of IR2 to IR, for example: g(x; y) = min( x; y) or max( x; y) or �x + � y,
and where � : IR ! V is a function of IR to the set of activ ation degreesV normalizing the activ ations
as follows:
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Figure 3.7: De�nition of a Fuzzy Cognitive Map

Perceptions

We make a distinction between feeling and perception: feeling results from sensors
only, perception is the feeling in
uenced by the internal state. A fuzzy cognitive map
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e e linearly regulates the 
igh t speed.

Figure 3.8: Flight Behavior

makesit possibleto model perception thanks to lines existing betweeninternal concepts
and sensoryconcepts.For example,we add three lines to the previous
igh t map (Figure
3.8b). One auto-stimulator line (
 � 0) on fear models stress. A secondstimulator line
(� � 0) of fear to enemyis closeand an inhibitor line (� � � 0) from fear to enemyis
far model the phenomenonof paranoia. A given distance to the enemy will seemquite
long accordingto the activation of the fear concept. The agent then becomesperceptive
basedon its degreeof paranoia � and its degreeof stress
 (Figure 3.9).

a b
The perception of the distance from an enemy can be in
uenced by fear: according to the proximit y of
an enemy and fear, the dynamics of the map determine a speed obtained here in the 3r d cycle. In (a),
� = 
 = 0, the agent is purely sensory and its perception of the distance to the enemy does not depend on
its fear. In (b), � = 
 = 0:6, the agent is perceptiv e: its perception of the distance to an enemy is modi�ed
by its fear.

Figure 3.9: Flight Speed

53



Models

3.4.2 Activ e Perception

Feeling of Mo vement

Neurophysiologyassociatesthe feelingof movement to the permanent and coordinated
fusion of di�eren t sensorssuch as myoarticular (or proprioceptive) sensors,vestibular
receptors and cutaneousreceptors [Lestienne95]. Among the myoarticular receptors,
certain muscleand articular sensorsmeasurethe relative movements of body segments
in relation to each other; other articular sensorsact as force sensorsand are involved
for the purposeof e�ort . The labyrinthic receptorsare situated in the vestibular system
of the internal ear. This system is a real center of gravit y and inertia that, on the one
hand, is sensitive to the angularaccelerationsof the headaround three perpendicularaxes
(semi-circular channels), and on the other hand, is sensitive to the linear accelerations
of the head, including that of gravit y (otoliths). Cutaneousreceptorsmeasurepressure
variations and are responsiblefor tactile sense(touch).

Peripheral vision is also included in the feeling of movement becauseit provides in-
formation about relative movements within a visual scene.In certain circumstances,this
contribution to vision can con
ict with data received from proprioceptive, vestibular and
tactile receptors; this con
ict can result in postural disturbancesthat can be accompa-
nied by nausea.It is what can happen whenyou read a book in a moving vehicle: vision,
absorbed with reading, tells the brain that the head is not moving, while the vestibular
receptorsdetect the movement of the vehicle;this contradiction is the main physiological
causeof motion sickness.

In ternal Simulation of Mo vement

The feelingof movement thus correspondsto a multi-sensorfusion of di�eren t sensory
information. But this multi-sensory information is itself combined with signalscoming
from the brain that control the motor control of muscles. According to Alain Berthoz,
neurophysiologist, perception is not only an interpretation of sensorymessages,it is also
an internal simulation of action and an anticipation of the consequencesof this simulated
action [Berthoz 97]. This is the casewhen a skier is going down a hill: he mentally goes
down the hill, predicting what will happen, at the sametime that he is actually going
down the hill, intermittently checking the state of his sensors.

Internal simulation of movement is facilitated by a neuronal inhibition mechanism.
For vision, the brain is able to imagine eye movements without doing them thanks to
the action of inhibitor neuronsthat shut down the ocular muscles'commandcircuit: by
staring at a point in front of you and focusingyour attention, a sort of interior gazeif you
will, you really feelasif your gazeis traveling from onepoint of the room to another. This
virtual movement of the eye was simulated by the brain by activating the sameneurons;
only the action of the motor neuronswas inhibited.

Anticipating movement is well illustrated by the Kohnstamn illusion, namedafter the
physiologist who was the �rst to study this phenomenon. When a person is balancing
a tray with a bottle on it, the brain adapts to this situation in which the arm remains
motionlessthrough a constant e�ort made by the muscles. If someonewas to suddenly
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remove the bottle, the tray would spring up all by itself. In fact, the brain continuesto
apply this forceuntil the musclesensorssignala lifting movement. If the personcarrying
the tray took the bottle o� himself, the tray would not move: the brain would have
anticipated the movement and signaledfor the musclesto relax in responseto the change
in the weight of the tray.

The brain canthereforebeconsideredasa biologicalsimulation that makespredictions
by using its memoryand forming hypothesesabout the phenomenon'sinternal model. To
understand the role of the brain in perception, we needto begin with the goal pursued
by an organismand then study how the brain communicateswith sensorsby specifying
estimatedvaluesaccordingto an internal simulation of anticipated consequencesof action.

Perception of Self

An agent can also use a fuzzy cognitive map in an imaginary place and simulate a
behavior. Thus, with its own maps, it can reach a perceptionof itself by observingitself
in an imaginary domain. If it is familiar with the maps of another agent, it will have a
perceptionof the other and will beableto mimic a behavior or a cooperation. In fact, if an
agent hasa fuzzy cognitivemap, it canuseit in simulation by forcing the valuesof sensory
conceptsand by making motor conceptsact in an imaginary placeasin a projection of the
real world. Such an agent is able to predict its own behavior or that of a decidingagent,
accordingto this map, by going through several cyclesof the map in his imaginary place
or by determining an attractor (�xed point or limited cycle in discretemode) of the map.
Figure 3.10 illustrates this mechanism with the map from Figure 3.8b usedfor 20 cycles
in fuzzymode and an initial stressvector accounting for � for t � t0 only on fear, then
null the rest of the time: f a(t < t0) = (0; 0; � ; 0)T ; f a(t > t0) = 0. With the samestress
conditions, the binary mode convergestowards a �xed point: a(t > t f ) = (0; 1; 0; 0)T or
a(t > t f ) = (1; 0; 1; 1)T ; either the enemy is far and it is not scaredand does not 
ee,
either the enemy is close,it is scaredand 
ees.

In addition, if an agent is familiar with the cognitive maps of another agent, it can
anticipate the behavior of this agent by simulating a scenariocreatedby going through
the cyclesof their maps in an imaginary place. This technique opensthe doors to a real
cooperation betweenagents, each onebeing able to represent the behavior of the other.

Hence,the fuzzy cognitive maps make it possibleto specify the perceptive behavior
of an agent (graph structure), to control the agent's movement (map dynamics) and to
simulate movement internally (simulation within the simulation). Wecanthen implement
them within the framework of interactive �ction.

3.4.3 The Shepherd, His Dog and His Herd

The majorit y of works in virtual reality involve the multi-sensory immersion of the
userinto virtual universes,but theseuniverses,asrealistic asthey are,will losecredibility
as long as they are not populated with autonomousactors. The �rst works on modeling
virtual actors focusedon the physical behavior of avatars [Magnenat-Thalmann91], and
madeit possible,for example,to study worksationergonomics(Jack[Badler 93]). Another
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a b
Simulation and �xed point of 
igh t speed with � = 
 = 0; 6. In (a), the mode is contin uous and this behavior
is obtained at the end of the map's twentieth cycle. In (b), the mode is binary and the vector of activ ations
of the map stabilizes on a �xed point such as: either all of the concepts are at 1 except enemy is far , which
is at 0 and the speed is at 1, or the opposite and the speed is at 0. We can observe that if the agent is scared
at the time of the simulation, no matter what the distance from the enemy, it would perceive it as if he was
really close.

Figure 3.10: Perceptionof Self and Others

category of works dealt with the problem of interaction between a virtual actor and
a human operator: for example, companion agent (ALIVE [Maes95]), training agent
(Steve[Rickel 99]) and animator agent [Noma 00]. Finally, othersbecameinterestedin the
interaction betweenvirtual actors; in such virtual theaters, the scenariocan be controlled
at an overall level (Oz [Bates 92]), depend on behavior scripts (Improv [Perlin 95]) or be
basedon a gameof improvisations (Virtual Theater Project [Hayes-Roth96]).

We proposehere to use fuzzy cognitive maps to characterize believable agent roles
in interactive �ctions. We will illustrate this through a story about a mountain pasture.
Once upon a time there wasa shepherd, his dog and his herd of sheep . . . This example
has already been used as a metaphor of complex collective behavior within a group of
mobile robots (RoboShepherd[Schultz 96]), as an exampleof the watchdog robot of real
geese(Sheepdog Robot [Vaughan00]), and asan exampleof improvisation scenes(Black
Sheep[Klesen00]).

The shepherdmoves around in his pasture and can talk to his dog and give him
information. He wants to round up his sheepin an areawhich he choosesbasedon needs.
By default, he stays seated:the shepherdis an avatar of a human actor that makesall of
the decisionsin his place.

Each sheepcan distinguish an enemy (a dog or a man) from another sheepand from
edible grass. It evaluates the distance and the relative direction (left or right) from an
agent that it seesin its �eld of vision. It knows how to identify the closestenemy. It
knowshow to turn to the left or to the right and run without exceedinga certain maximum
speed. It hasan energyreserve that it regeneratesby eating and spendsby running. By
default, it moves straight aheadand endsup wearing itself out. We want the sheepto
eat grass (random response), be afraid of dogs and humans when they are too close,
and in accordancewith the Panurge instinct, to try and socialize. So, we chosea main
map (Figure 3.11) containing all of the sensoryconcepts(enemyis close, enemyis far,
high energy, low energy), motor concepts(eat, socialize, 
e e, run) and internal concepts
(satisfaction, fear). This map calculatesthe moving speedby defuzzi�cation of the run
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concept,and the direction of movement by defuzzi�cation of the three eat, socialize and

e e concepts; each activation corresponds to a weight on the relative direction to be
followed respectively (to the left or to the right) to go towards the grass, join another
sheepor 
ee from an enemy.
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In (a), the fuzzy cognitiv e maps de�ne the role of a
sheep. The two maps at the top determine its direction
towards a goal; the one at the bottom gives the sheep
its character. In (b), the sheep try to herd together
while avoiding the shepherd. The 3 sheepact by leaving
dated footprin ts on their paths.

Figure 3.11: Fear and Socialization

The dog is able to identify humans, sheep,the pasture area and the watchpoint. It
distinguishesby sight and sound its shepherdfrom another man and knows how to spot
the sheepthat is the farthest away from the areaamonga group of sheep.It knows how
to turn to the left and to the right and run up to a maximum speed. Initially young and
full of energy, its behavior consistsof running after the sheep,which quickly scattersthe
sheep(Figure 3.12a). First, the shepherdwants the dog to obey the order to not move,
which will lead the sheepto socialize. This is done by giving the dog a sensorymap to
the shepherd'smessage,which inhibits the dog's desireto run (Figure 3.12b). The dog's
behavior is decidedby the map and the dogstays still whenits masterasksit to (message
disseminationstop). Then, the shepherdgives the dog a structured map basedon the
conceptsassociated with the herd's area, for examplewhether a sheepis either outside
or inside the area. The conceptsalso make it possiblefor the dog to bring a sheepback
(Figure 3.12c,d,e)and keepthe herd in the areaby situating itself at the watchpoint, in
other words, on the perimeter and acrossfrom the shepherd.It is remarkable to observe
that, the path in S of the virtual sheepdogemergingfrom this in virtuo simulation (Figure
3.12c),and not explicitly programmed,is an adapted strategy that is observable in vivo
by a real sheepdog that herdsa group of sheep.

3.5 Conclusion
The models that we develop in virtual reality must follow the principle of autonomy

of the virtual objects that make up virtual universes.
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For this in virtuo simulation, the so-
cialization of sheep is inhibitied. In
(c), the �lm of the sheepdog bringing
back 3 sheep unfolds with their maps
of Figure 3.11 for the sheep and the
maps represented in (d) and (e) for the
dog. In (d), the main map of the dog
depicts the role consisting of bringing
back a sheepto the area and maintain-
ing a position near the shepherd when
all of the sheepare in the desired area.
In (e), the map decides the approach
angle of the sheep to bring it back to
the area: go towards the sheep,but ap-
proach it from the opposite side of the
area.

Figure 3.12: The Sheepdog and Its Sheep

We have chosento designthesevirtual worlds as multi-agent systemsthat consider
the human user as a participant, and not simply as an observer. The evolution of these
systemsgivesriseto multi-agent simulations in which the human userfully participatesby
playing his role asa spectator, an actor and a creator. Participatory simulation of virtual
universescomposedof autonomousentities then allows us to �rst research phenomena
that have been made complex by the diversity of components, structures, interactions,
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and modeling. Entities are modeledby autonomizingall behavioral models, regardlessof
whether they are reactive, emotional, intentional, developing or social. The behavior of
all of theseentities is then indicative of the system'sauto-organization capabilities and
is one of the expectedresults of such simulations. By participating in thesesimulations,
the human operator can, according to a principle of substitution, take control of the
entit y. Thus, by a sort of digital empathy, he can identify with the entit y. In return, the
controlled entit y can learn behaviors that are more adapted to its environment, from the
human operator.

The study of blood coagulation through this multi-agent approach implemented sev-
eral thousand autonomous entities with reactive behavior. The simulations highlight
the auto-organizingcapabilities of cellsand blood proteins to �ll in a hole createdby the
user-troublemaker, anytime and anywherein the virtual vein. The user-observer, upon ob-
servinga coagulationabnormality (hemopheliaor thrombosis),becomesuser-pharmacist
by adding new moleculesduring the simulation, thus allowing the user-biologist to test
new reactives, at a lower cost and in total safety. Within this kind of virtual labora-
tory, the biologist conductsreal in virtuo experiments that involve a real-life experience,
which is not the only interpretation of in silico calculations. The biologist then hasa new
experiment processfor understandingbiological phenomena.

Writing an interactive �ction by modeling the behaviors of virtual actors with the
help of fuzzy cognitive maps,demonstratesthe triple role of thesemaps. First, they allow
you to specify a perceptive behavior by de�ning sensory, motor and emotional concepts
as nodes on a directed graph; the arches between these nodes translate the exciter or
inhibitor relationshipsbetweenthe associated concepts. They then allow you to control
the movement of actorsduring execution,thanks to their dynamics. Finally, they openthe
way to an activeperceptionwhenthey aresimulated by the agents themselves. Simulation
in simulation, this active perception, like a kind of inner gaze, takes place through an
auto-evaluation of the agent's behavior and is an outline of self-perception.

In the end, theseautonomousbehavior modelsmust be implemented and executedon
a computer. Therefore, we must ask ourselvesabout the languagethat is usedand the
associated simulator. This is what we will discussnext in Chapter 4.
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Chapter 4

Tools

4.1 In tro duction
This chapter introducesthe generictools that we developed in order to implement the

models that werepresented in Chapter 3. The tools are basedon an oRis1 development
platform (language+ simulator), which was designedto meet the needsof our partic-
ipatory multi-agent simulation and is the core of AR�eVi, our distributed virtual reality
workshop.

The �rst part of this chapter will focus on the oRis language,a genericobject-based
concurrent programming languagethat is dynamically interpreted and has an instance
granularit y.

Next, we will concentrate speci�cally on the associated simulator in order to demon-
strate that it wasbuilt so that the activation procedurefor autonomousentities doesnot
leadto biasin the simulation, for which the executionplatform would besolelyresponsible.
In this environment, executionerror robustnesswill prove to be a particularly signi�cant
point, especially sincethe simulator provides accessto the entire on-line language.

Finally, we will reconstruct our oRis platform in the context of participatory multi-
agent simulation environments and explain which onesare the �rst applications.

4.2 The oRis Language
When to say something is to do something. [Austin 62]

In order for an operator to easilyplay thosethreeroles(spectator, actor, creator), while
respecting the autonomy of the agents with whom he cohabits, he must have a language
to respond to other models, modify them, and eventually create new classesof models
and instantiate them. Therefore,while the simulation is running, he has the samepower
of expressionas the creator of the initial model. The languagemust then be dynamically

1The name oRis was freely inspired from the Latin su�x oris, which is found in the plural form of
words that are related to languagesuch as cantatio ! to sing, cantoris ! singers(those who sing), or
oratio ! speech, oratoris ! speakers (those who speak). We kept the triple symbolism of language,the
plural and the act: multi-agent language.
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interpreted: new code must be able to be introduced (and therefore interpreted) during
execution. The user may end up only interacting with or modifying an instance of a
model. So, the languagemust have an instance granularity, which requires a naming
serviceand most importantly, the abilit y to syntactically distinguish the overall context
code from the classand instancecodes.

It seemsthen that participatory multi-agent simulation needsto have an implementa-
tion languagethat incorporates,of course,the paradigm of object-basedconcurrent pro-
gramming (the interest of this paradigm for multi-agent systemsis not new [Gasser92])
but that also provides additional properties such as a dynamically interpreted language
with an instancegranularit y.

4.2.1 General View

oRis is an interpreted, object-oriented languagewith strong typing. It alsohasmany
similarities with C++languagesand Java, which makeslearning it easier. Just like these
general-purposelanguages,oRis makesit possibleto tackle di�eren t application-oriented
topics; if you integrate components developed with these languages,the applications'
logical framework architecture remainshomogeneous,which facilitates the reusability of
third-part y components and the extensibility of the oRis platform. Figure 4.1 provides
an illustration of a very basic,yet complete,program, which de�nes a classand launches
several processes(start blocks). Wecanseethat the classdescribesactiveobjects, whose
behaviors run at the sametime asother processesthat areinitiated in other local contexts.

oRis generatesa garbagecollector. It is thereforepossibleto choosewhich instances
are to be destroyed automatically (however, this decisioncan be revoked dynamically);
the explicit destruction of an instanceby the operator delete is always possible.Conse-
quently, there is a mechanism that lets you know if a referenceis still valid.

We have an interface with C++languageaccording to a libraries procedurethat can
be downloadedon request. Not only doesoRis make it possibleto combine functions or
methods with an implementation in C++, but it allows further useof the object approach
by directly creating a languageinstance that is interpreted by an instance described in
C++. Although oRis is implemented in C++, it is possibleto integrate work that wasdone
in other languages. A package ensuresthat oRis code can interface with SWI-Prolog2

code: a function that makes it possibleto call upon the Prolog interpreter in oRis and
an oRis method in Prolog . oRis was also interfacedwith Java in such a way that any
Java class,whether it is part of standard classesor the subject of a personalproject,
can be useddirectly from oRis. There is no needto format the script language'scalling
conventions, as is often the caseto load from C++.

Many standard packagesare provided in oRis. These mainly include servicesthat
are completely routine, but are neverthelessessential, so that the tool can really be
used in di�eren t conditions. These packagesmanagetopics such as data conversion,
mathematics,mutual exclusionsemaphores,re
ex connections,genericcontainers,graphic
interface components, curve plotting, objects situated in a plane or in space,re
ection

2SWI-Prolog : www.swi.psy.uva.nl/projec ts/ SWI- Prol og
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class MyClass // define the class MyClass
{
string _txt; // an attribute
void new(string txt) { _txt=txt; } // constructor
void delete(void) {} // destructor
void main(void) { println("I say: ",_txt); } // behavior
}

start // start a process
{ // in the application
println("---- block start ----");
MyClass i=new MyClass("Hello"); // create active objects
MyClass j=new MyClass("World");
println("---- block end ----");
}

start // start another
{ // process
for(int i=0;i<100;i++)

{
println("doing something else !");
yield();
}

}

doing something else !
---- block start ----
---- block end ----
I say: World
doing something else !
I say: Hello
I say: Hello
I say: World
doing something else !
I say: Hello
I say: World
doing something else !
...

Figure 4.1: Execution of a Simple Program in oRis

tools, graphics inspectors, �le communication, socket, IPC, remote-control of sessions,
interfacing with Java and Prolog and fuzzy controllers.

Another aspect of oRis is the user'sgraphicsenvironment. When oRis is launched, it
displays by default a graphicsconsolethat makesit possibleto load, launch and suspend
applications. As shown in Figure 4.2, the console(upper left) o�ers a text editor corre-
sponding to oneof the many ways to work on-line. The other windows presented hereare
simpleapplication objects: a view to the 3D world, a curve plotter and inspectors. These
objects, like all the others, are directly accessiblefrom the console,but can of course,be
createdand controlled by the program.
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Figure 4.2: oRis Graphics Environment

4.2.2 Ob jects and Agen ts

Div erse Entities

oRis agents arecharacterizedby properties(attributes), know-how (methods), declar-
ative knowledge(Prolog clauses),a messagebox, activities (execution 
o ws) and objec-
tiv es. The associated mechanismsare available of course: look-up and modi�cation of
attributes, method calls, inferenceengine,messagelook-up and delivery, description and
the activation mode for execution
o ws, as well as objective evaluation3

But, a multi-agent systemis not just madeup of agents. Thus, the agent environment
is made up of passive objects (that do nothing as long as no one interacts with them)
and active objects (that act without being called upon and generateevents). Agents
create, modify and also destroy objects such as messagesand knowledgethat { even if,
at a certain level can be designedlike agents { are implemented at the terminal level like
objects.

Likewise,not all interactions betweenentities take place as either languageacts in-
terpreted asynchronously by their recipient, or as a trace in the environment. Agents
perceive the characteristics of objects or other agents (the geographicalposition of an
agent, the content of a message,etc.), and then an attribute of the consideredobject is
read. Symmetrically, modifying the environment is like modifying an attribute. In ad-
dition, an agent's behavior can result from an unintentional action. Let us imagine two
peoplewho are talking in the street and are being bumped into by passersby: they each

3Currently , an external Prolog interpreter is responsiblefor managingdeclarativeknowledge,objective
management is being outsourcedto a new application.
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make decisionsabout the messagesthat they are exchangingbasedon their own interpre-
tations, but they endurebeing jostled by passersby, even though it is not their intention
or decision(when we are being bumped into, we don't havea choice!). As a result, in a
similar application, it is possibleto useentities of a di�eren t nature:

. objects and active objects (accordingto UML semantics [Rumbaugh 99]);

. actors such as [Hewitt 73] suggests:an actor is an active entit y that plays a role by
responding accordingto a script; his behavior is expressedby messagedeliveries;

. agents that we can de�ne as autonomousentities (there is no a contrario script of
the actor model) and whosebehavior is basedon the perceptionof the environment
and actions being performed;the actions may be guided by (pro-active) goals.

Fundamentally, implementing thesedi�eren t typesof entities is basedon the notion
of object (a class instance), concurrenceand autonomy, which at this level is founded
on the notion of active object (an object that has its own execution 
o ws). The pro-
activit y of agents is basedon the notion of goals,knowledge,action plansand an inference
mechanism. Deductive logic programming responds well to this need;with oRis, these
elements can be implemented in Prolog with which it is interfaced.

Space Environmen t

Whether it is becausethe simulated systemhasits own geometricelement, or because
it is a metaphor that improvesthe intelligibilit y of the model, multi-agent simulation may
need to turn to agents placed (locatable and detectable) in a two or three-dimensional
geometricenvironment. Introducing physical dimensionsto an environment improvesthe
semantics of the fundamental notions of multi-agent systemssuch as:

. location: it is no longer just logic (i.e. conditioned by the organization of multi-
agent systems),but a spaceproximit y (distancebetweentwo objects) or topological
proximit y (one object is in another, an object is attached to another);

. perception: it is no longer basedsolely on the identi�cation of an instanceand its
attributes (applied semantics), but alsoon the spacelocality or the detection of 2D
contours or 3D faces;the agents must thereforehave the appropriate sensorswith
a certain �eld of perception;

. interactions: we can always talk about notions such ascollision, object attachment,
etc.

oRis o�ers 2D and 3D environments in which objects are de�ned by their position,
their direction and their geometric shape. The functionalities of such objects are very
similar. Whether they are Object2d or Object3d, oRis obviously o�ers tools that allow
the userto immersehimself in the multi-agent system. The user,likeany agent, hasa local
view of the environment, can be perceived by other agents, and can interact physically
with them by using the right deviceto produceevents that they can perceive.

Figure 4.3 illustrates object tracking in the planeand the notion of the �eld of percep-
tion. The methods of perceptionbasedon this principle include objects placedat points
(origin of their local referencepoint). The �eld of perception is madeup of an aperture
angleand a range. In this area, the tracked objects are localizedby polar coordinateson
the local referencepoint of the entit y that perceives, in order to respond easily to local
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perception (on my left, go straight ahead). Thesemethods of perception enableyou to
choosethe type of objects to be perceived and allow two variants: detectionof the closest
object or of all of the visible objects. A method of shooting rays subtly detects the con-
tours or facesof theseobjectswhoseshape is chosenamonga group of primitiv es. Objects
can be hierarchically interconnectedso that moving one object movesevery object that
is connectedto it.

X-axis

Y-axis

orientation placed objects

global reference point

field of perception

Figure 4.3: Localization and Perception in 2D

To go beyond plane problems, oRis o�ers a tridimensional geometric environment.
It reusesthe sameprinciples as those of a bidimensional environment, however it adds
additional geometricparameters(six degreesof freedom). The geometricrepresentation
(in OpenGL4) of an entit y is described as a set of points that de�nes faces,which can be
either coloredor textured. Basicvolumesand transformation primitiv esarealsoavailable;
thus, a complexshape is constructedby accumulating other shapes.

Time Environmen t

Time is alsoa variable of the environment that conditions the behavior of agents and
enablesthem to place their actions and interactions. oRis o�ers basic functionalities to
do this.

Di�eren t time management modes traditionally used in simulation are basedon the
lowest level, either on logical time (event-driv en), or physical time [Fujimoto 98]. For
this reason,oRis provides two ways to measuretime. The getTime() function measures
physical time periods in millisecondsto provide the user, for example,with a feeling of
real-time. The getClock() function indicates the number of executioncyclesthat have
gone by, which can be integrated into logical time. Notice that the meaning that can
be given to this value dependson the type of multi-tasks used,and more generally, the
simulation's application context.

4OpenGL: www.opengl.org
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User Environmen t

In order for the user to be more than just a spectator during the development of a
multi-agent system, he needsto have a languagewith dynamic properties so that new
code portions can be included at any time and under various circumstances.The easiest
way to intervene is to launch new processesto changethe multi-agent system'snatural
courseof development. Incremental construction of the systemneedsto be able to �n-
ish the application that is running by adding new notions to it, and in particular, new
classes.Modi�cations can alsojust involve isolated instances.All of theseon-line modi�-
cations allow the user to seethe models that he is using as being application parameters
themselves.

To make theseoperations run smoothly, the language'sgrammar must make it easy
to tell if a changeinvolvesthe overall context of the application, or that of a classor an
instance. This contextual information providesthe userwith an interpreter with a unique
entrance point, which is able to be fed by a frame whoseorigin imports little (network,
input �eld, �le, automatic generation, etc.). Thus, expressingthese changesdoes not
force the user to usea speci�c tool (a graphicsinspector, for example),even if such tools
are available. On the contrary, it allows the completedapplication to provide accessto
the dynamic functionalities that work the best.

Our objective to provide on-line modi�cations is motivated by the fact that, in a
virtual reality, life must go on no matter what. So, no matter what happens, and no
matter what the userwasable to do, we want the model to continue to run even if errors
occur. It is thereforenecessaryto reducethe potential number of errors in the application
to a maximum. This point completely justi�es choosing a strong typing. In fact, if the
type controls take placeassoon asthe code is introduced,inconsistenciescanbe detected,
which makes it possibleto reject the code in question before it can causereal errors in
the application. Many other errors can ariseduring executionand they must not in any
way causethe application to quit. To avoid having to interrupt the entire application in
order to de-bugit, we would rather just interrupt the activit y that is producing the error.
Thus, the other processeswill continue to run in parallel while the user takescareof the
faulty process.

To make it easierfor the userto interact with the application and its components, oRis
o�ers several simple, immediately usablemechanismsthat are related to intr ospection.
Other more routine re
ection servicesare part of a speci�c package. The �rst way to
make interaction easierinvolvesnaming objects and expressingreferences. Each instance
that is created automatically receives a name, which the user can read, that makes it
unique. It is madeup of the nameof the createdobject class,followed by a period and an
integer to distinguish it from the instancesin the sameclass(MyClass.5, for example).
This name is not just a simple, useful functionality, but is an important part of the
language'slexical conventions; it is a reference type constant.

A group of servicesenablesyou to becomefamiliar with all of the existing classesor
instancesof a particular class. It is also possibleto ask an object its class,or even to
verify if it is an instanceof a particular classor a derived class.
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4.2.3 In teractions between Agen ts

The interactions betweenan agent and its environment take place through the ma-
nipulation of the structural characteristics of the objects that composeit. In turn, the
attributes of the targeted objects are read and modi�ed; modi�cations can be made by
calling a method (e.g. calling the move() method of an object that is going to collide
with a placed agent). These interactions can also instantiate objects or destroy them
(the operatorsnewand delete are called). In any case,the reaction of the environment's
objects is imperative and synchronous.

Interactions between agents can be reactive (example of collision) or mediate (ex-
changing of messages).For this reason,the oRis languageo�ers four solutions that can
be usedsimultaneously while implementing an agent. Theseservicesare ensuredby the
Object classand correspond respectively to synchronousmethod calls, re
ex connections,
point-to-point messagedelivery and broadcastingmessagesinto the universeof agents.

Synchronous Calls

Eventhough the object model usesthe conceptof messagedeliveryto describecommu-
nication betweenobjects, in reality, languagesusea synchronousmethod call mechanism.
Calling a method on an object doesnot createa newexecution
o w for the relatedinstance
but simply turns the activit y of the called object towards a processthat manipulatesthe
data of the designatedobject. In other words, it is the calling object that doesall of the
calculations; the concernedobject only provides data and its operating procedures,but
doesnot actively participate in the process.

The advantage of imperative programming through synchronouscalls is that its exe-
cution is e�cien t and it ensuresthat actionsare sequenced:the code that follows the call
can count on the fact that the requestedprocesswas de�nitely completed since it was
carried out by the sameexecution
o w. Someagent behaviors, such as the perceptionof
others, can be e�ectiv ely programmedthis way. Let us also note that calling a method
can take place in a start{} block and hencebe run by an activit y 
o w that is di�eren t
from the calling 
o w.

As indicated in UML, C++and Java languagesprovide a way to specify accesscontrol
(public, protected or private) to the attributes and methods of the object classes.For
e�ciency reasons,this control takesplaceduring compilation. With agents however, this
semantic is not relevant. In fact, two instancesfrom the sameclasscan make changes
directly on their mutual private parties, which violates the principle of autonomy if the
target is a method that should only be executedunder the control of the agent for which
it was meant.

In order to respond to this situation, oRis providesa way to restrict accessto methods
(or even to functions). While this indicates the object on which the present method
is called, the keyword that indicates the object that called this method on the object
indicated by this . By verifying the identit y of that at the beginning of the method, it
is possibleto control the accessto the related service. Thus, we can simply verify that
certain servicescan only be directly accessedby the related entities. The veri�cations
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can of course focus on the standard class-basedschema, but can also be basedupon
modalities that arespeci�c to the application and variable conditions in time. Notice that
this method is equivalent to the sender �eld of an asynchronousmessage,which allows
a receiving agent to maintain the samereasoningsno matter what the communication
medium (synchronous method call or asynchronous messagedelivery). The accessto
that is internally basedon the fact that it is possiblein oRis to inspect the execution
stack of the running process.We can, for example,only invoke onemethod from several
others.

Even though executionspeedmay be slower, thesedynamic accesscontrols open up
several possibilities in multi-agent systemprogramming. Interaction rules can be estab-
lished within the organizational structures and made dynamic. Hence,it is possibleto
give an agent the meansto refusethe executionof a servicebecausethe requestorhasno
authority over it in the organizational structure or becausethe servicecould have been
requested,even indirectly, by an agent that had been uncooperative during a previous
request.

Re
ex Connections

oRis provides an event-driv en programming method called re
ex connections, which
allows an agent to react to the modi�cation of an object attribute that is either one of
its own attributes (internal state of the agent, mailbox, etc.) or the attribute of another
object (caseof an agent that watchesan environment object or a perceptiblecharacteristic
of an other agent).

A re
ex connectionis an object assignedto an attribute and each time this attribute
is modi�ed, someof the object's methods are automatically launched. Thus, when an
attribute that is associated with a re
ex connection is modi�ed, the connection is acti-
vated, which automatically launches the execution of its before() method, just before
the modi�cation takesplace, and of its after() method, just after it takesplace. It is
possibleto associate any number of re
ex connectionswith the sameattribute of the same
instance.

This mechanismcan be comparedto a communication method (in a reactive context)
sinceprocesslaunching that signalsthe modi�cation of an attribute can be seenasa way
to stay informed about an event.

Comm unication by Messages

In accordancewith the object model that is conceptually basedon the interaction
between instancesby messagedelivery, this mechanism is de�ned in oRis in the basic
Object class. It also usesthe servicesof the basic Messageclass, either for sending
point-to-point messages,or for broadcastingmessages.

To senda point-to-point message,an agent instantiates a classobject derived from
Message(whoseonly attribute is the referenceof the senderwho is determined through
the keyword that ). Calling its sendTo() method placesit in the mailbox (FIF O �rst-
in-�rst-out queue)of the recipient whosereferenceis speci�ed in argument. In order for
the recipient to processthe received message,it must consult its mailbox. The recipient
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can be informed that a messagewas delivered if the re
ex method was automatically
launched. For example, it is possibleto relaunch the execution of the messagereading
activit y that could have been suspended in order to avoid any active wait state. The
type of communication explained here is described point-to-point in the sensethat the
sendersendsits messageto a recipient that it knows and hasexplicitly designated.This
procedureis asynchronoussincethe senderpursuesits activities without knowing exactly
when its messagewill be processedby the recipient.

By extendingthe object model, an agent cansimultaneouslysenda messageto objects
(agents) that it doesnot know; oncethe messageis received, the objects will launch some
sort of action that is unknown to the sender.The messagesusedare completely identical
to those mentioned previously. The di�erence is how they are sent and received. This
time the sendercalls the broadcast() method of the messageso that it is sent to all of
the instancesthat can be involved. They are determinedthrough the setSensitivity()
method of the Object class.Calling this method requirestwo arguments that respectively
indicate the type of broadcastmessageto which the instancebecomessensitive (the class
name), and the nameof the method that must be launched when a messagelike that is
received (e.g. setSensitivity("WhoAreYou", "presentMySelf") ). When a messageis
broadcast,the method that wasspeci�ed (presentMySelf ) is immediately calledon each
object that is sensitive to this type of message(WhoAreYouclass). This re
ex mechanism
works well with messagesthat are seenas events and that needan immediate reaction
from the objects that intercept it. However, if this is not the case,the messagesreceived
by broadcastcan also be placedin the recipient's mailbox and thereforebe processedas
if they were sent point-to-point, which homogenizesthe reaction mode of the receiving
agent. The same object can be sensitive to several types of messagesand there is a
mechanism that recalls the follow-up of polymorphic links involving the choice of re
ex
methods to be launched. The sensitivity to the di�eren t typesof messagescan evolve in
time, in order to changereaction or to becomedesensitizedto certain typesof messages.

4.3 The oRis Simulator
Each computer program is a model, created by the mind, from a real or imaginary process.
These processes,which are born from man's experiences and thoughts, are innumer able and
complex in their details. At any moment, they may only be partial ly understood. It is only
rarely that they are modeled to satisfaction in our computer programs. Although our pro-
grams are sets of symbols crafted with care, mosaics of criss-cr ossed functions, they never
stop evolving. We modify them gradual ly as our perception of the model deepens, broadens
and becomes widespread, until an equilibrium is reached which can reach the boundaries of
another possible modeling of a problem. The drunken joy that accompanies computer pro-
gramming stems from the continual round-trips between the human mind and the computer,
mechanisms expressed by programs and the explosion of the new visions that they bring. If
art tr anslates our dreams, computers ful�l l them as programs! [Ab elson 85]

Multi-agent simulation requiresseveral models to be executedin parallel. Therefore,
we must make sure that the activation procedureof theseautonomousentities doesnot
lead to a bias that would result in a global state for which the executionplatform would
be responsible: it is imperative that only the algorithmic proceduresdescribed in agent
behaviors explain the model's global state.
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Controlling the scheduling procedurefor agent behaviors { implemented in oRis as
active objects { is thereforevery important to our project. Experienceshows that, as a
generalrule, very few things are known or guaranteedby the multi-task servicesprovided
in di�eren t programming environments. This lack of information leavesa certain doubt
regardingthe fairnessof theseproceduresand the bias risks that they could incur. Here,
we present the scheduling procedurethat is usedin oRis so that the userknows exactly
what he can expect when he decidesto develop agents in parallel.

4.3.1 Execution Flo ws

The �rst topic to be tackled in regardsto multi-tasks is how to determinethe nature
of the tasks that we would like to executein parallel. Although they are managedthe
sameway internally, the oRis languageprovidesthree ways to expressthesetasks,which
we will call execution 
ows.

In oRis, an active object has a main() method that represents the entrance point of
the instancebehavior in question. When an instanceequipped with a main() method is
created,this method is immediately ready to be executed.When the end of the method
is reached, it is automatically relaunched to the beginning. This is therefore a simple
way to implement an agent's autonomousbehavior. A multi-agent simulation in oRis
instantiates theseagents and lets them live.

Another way to start a newin parallel processfor activeobjects is to split the execution

o w by using the start primitiv e (Figure 4.4). This procedure,which generatesseveral
execution 
o ws from one 
o w, is mainly used to assignseveral activities to one agent.
It is very conceivable then that the main behavior of an agent (its main() method) will
generateother supplementary activities. It seemsreasonablethat an agent could, for
example,move around while communicating with others.

Function or method code

{
/* code 1 */
start

{
/* code 2 */
}

/* code 3 */
}

co
de

 1 primitivestart

co
de

 3

co
de

 2

Figure 4.4: Splitting an Execution Flow in oRis

The two previous typesof activities are clearly intended for writing agent behaviors.
The third type that we will introducehere is intendedmore speci�cally for userchanges,
however, it can also be applied in numerous other circumstances. We will reuse the
keyword start , but this time it will be outsideof any code block. It lets you write out a
code block whoseexecutionstarts right after the interpreter analyzesit. An exampleof
using such a code block has already beengiven in Figure 4.1. In particular, code block
can be usedto display new instancesor to begin processesthat executein parallel with
all of the application's activities. A block like start can be consideredasan anonymous
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function, in other words, it hostslocal variablesand its codedoesnot involve any instance
in particular. It is possible,however, to think of it as an anonymous method by having
the nameof the instanceprecedeit; the code executedin the start block concernsthis
particular object as if it was oneof its methods. Such a possibility, when combined with
dynamic languageproperties, allows the user to launch a processduring application by
pretending to be a speci�c instance; in other words, this object temporarily becomesa
user'savatar.

No matter which one of these three methods is used to create execution 
o ws, the
schedulermanagesthem all the sameway. Execution 
o wsareall indicated by a complete
identi�er and can be suspended, relaunched or destroyed. Particular care was taken
with processingerrors that could occur during execution. Becauseerrors mainly involve
unforeseencircumstances(division by zero,accessto an instancethat wasdestroyed,etc.)
we did not try to provide a catch mechanism for anticipated errors, like the try/catch ,
which indicateswhenthere is an error, but is not really ableto correct it. In oRis, an error
during the executionof an activit y destroys this 
o w and itself (aswell asthe messageerror
display and the execution stack). This solution, which only stops the activit y involved
in generatingan error, makesit possibleto designa universethat continuesto run even
when errors are producedlocally (life goes on no matter what).

4.3.2 Activ ation Pro cedures

The oRis scheduler maintains several execution 
o ws. Figure 4.5 diagramsthe data
structures used to managetheseparallel processes.Each execution 
o w is represented
by a data structure which, in addition to the activit y's identi�er, contains a context
stack and a temporary valuesstack. The context stack is usedto embody function and
method nestedcalls. The executablemodules are represented by a sequenceof micro-
instructions. Since these are atomic, activities can only be switched between di�eren t

o wsthrough the executionof two micro-instructions. The temporary data stack is shared
by all of the execution
o w contexts and makesit possibleto stack the parametersof an
executablemodulebeforeits call, and to retrievethe stackedresult whenthe calledmodule
is terminated.

oRis virtual machine

All execution flows

Contexts stacks

Executable module (function, method...)

Micro-instructions sequence

Local variables

Instructions counter

Temporary values stack

Figure 4.5: Structure of the oRis Virtual Machine
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Three Multi-T ask Mo des

We know now that di�eren t execution 
o ws can be interrupted betweentwo of their
micro-instructions. Therefore, we will try to explain what causesone execution 
o w
to be interrupted for another. This leads to three types of multi-tasking (cooperative,
preemptive and deeplyparallel) that the usercan choosefreely in his program.

One possibility is to placethe scheduler in cooperative mode. In theseconditions, ac-
tivit y cannot changespontaneouslybut instead, reliesexclusively on explicit instructions
written in the code to be executed(yield() function, endof main() , resourcewait state).
The scheduler can then interrupt the current processin order to continue the execution
of another process. An activit y that allows the other activities to run will restart its
processeswhen all of the others have donethe same.This type of multi-tasking requires
that all of the application's activities play the game, in other words, that they regularly
try and makeway for the others. If one of them monopolizesthe scheduler'sactivit y, it
freezesthe rest of the application.

It is alsopossibleto choosea preemptive scheduleby specifying in millisecondswhen
a switch must take place. In theseconditions, long behaviors canbe written without wor-
rying about the minimum number of interleavesan activit y must have. The programmer
no longer needsto insert explicit switches(yield() ) sincethe schedulermakessurethat
they take placespontaneously.

A morepreciseswitching control is possiblethis time by specifyinga number of micro-
instructions as a preemption interval. The notions of parallelism and intermingling are
thereforepushedto their limits when this number equals1, which justi�es choosing the
term deeply parallel. This processis signi�cant becauseit providesa parallelismthat goes
well beyond what the other two modeso�er. Even though the other two modesreduce
the amount of time, they are neverthelessbasedon code portions that are executedin
generally long sequences.With this new scheduling mode we can greatly decreasethe
length of thesesequencesin the application, which makes the executioncloserto a real
parallelism(even if this is not the case).The other considerationof this possibility is that
the scheduler can spend more time scheduling switches than on the application's useful
code. Notice that this type of multi-tasking (just like the cooperative mode) does not
depend on any kind of systemclock and is only the expressionof an internal algorithm
in oRis. Consequently, it is perfectly mastered.

Tw o Designation Mo des

The last topic to be discussedin regardsto activation processis how to choosewhich

o w to activate after a switch. Introducing priorities would only push back the problem
for the 
o ws with the samepriorit y and would be very di�cult for us to interpret in
regardsto autonomousentities. It seemedin fact, better to accept that various entities
do not usetime in the sameway, than to say that somelive longer than others5. In order
to ensurethat time is sharedequally betweendi�eren t activities, we present the notion
of execution cycle, which adds the following property to the system: each execution
o w

5Doesthe hare live more often than the tortoise or doeshe simply run faster ?
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goes around one single time per cycle. If new activities appear during the cycle; they
are executedin the next cycle to make sure that cyclesend. We suggesttwo activation
orders: a �xed order and a random one.

The most immediate solution consistsof putting the activities in an unchangedorder,
which leadsto an undesirableprecedencerelationship sincethe activit y in the n � 1 range
is always chosenbefore the activit y in the n range. Thus, if two agents are regularly
competing for oneresource,the agent whosebehavior is in the n � 1 rangesystematically
takesthe resource,to the detriment of the agent in the higher n range6. Notice that this
parasite priorit y only involvesactivities from a local perspective and not from an overall
perspective. Indeed,on a microscopiclevel, the last activit y of a cycle precedesthe �rst
activit y of the following cycle (from this point of view, changing cyclesis a remarkable
date). This priorit y relationship only existsbetweenactivities that are relatively closein
order in the designationprocess.

Parallelism simulation requires that code portions of di�eren t 
o ws be executedse-
quentially as this local priorit y relationship cannot be completely eliminated. However,
by presenting a random order in this designation,we avoid its systematic reproduction
from cycleto cyclesincethe advantageof oneactivit y over another during a cycleis ques-
tionable during another cycle. We therefore retain the notion of execution cycle, which
provides us with a commonlogic time that prevents any deviation in time in favor of an
activit y, while eliminating the bias introducedby local precedencerelationships.

Besidesthe three available scheduling modes (cooperative, preemptive and deeply
parallel), the user can also choosebetween a �xed order designation (strongly advised
against) and another random designation that makes it possibleto eliminate any local
precedencerelationship that could lead to bias. Notice that the processused is based
solelyon algorithms and data structures over which we have completecontrol and which
areexplainedin detail in [Harrouet 00]. It doesnot dependon any particular functionality
of the underlying system(with the exceptionof the preemptive mode clock).

In regardsto concurrent accessto commonresources,oRis o�ers very standardmutual
exclusionsemaphores.In particular, it lets you choosewhether the unlocking operation
must take place according to the usual queueor according to a random order to avoid
new local precedencerelationships. We also have another solution to ensurethis type of
service. It involves creating low-level critical sections(execute block similar to start )
that do not allow the scheduler to executeany switcheswithin the framed code portion.

One last detail about parallelism involves the useof a systemthread to encapsulate
the invocation of blocking systemcalls. Indeed, the oRis scheduler is seenas a unique
processfrom the point of view of an operating systemand is thus likely to be suspended
in its globality. When a potentially blocking processmust be carried out, it is launched
in a thread whosetermination is regularly veri�ed by the oRis scheduler.

6What would the immunologist from Chapter 3 conclude if the antib odies always took the resource
away from the antigen due to a bias in the simulator?

74



The oRis Simulator

4.3.3 The Dynamicit y of a Multi-Agen t System

There seemsto be many ways to introduce oRis code during execution (composing
a character string, entry window, reading a �le, reading a network screen,etc.), but
everything convergestowardsonesingleentry point; the parse() function. This function
transmits the string argument to the interpreter, making all of the languageavailable on-
line. Indeed, the sameprocessis usedfor initial loading and on-line actions. Therefore,
it is possibleto createagents that, with a learning mechanism,could autonomouslymake
their behavior evolve.

Launc hing Pro cesses

The �rst way to changea program during executionis to launch newprocesses.These
enableyou to createnew agents, inspect the model, interact with agents or destroy them.
Such lines of code are found in an anonymous block like start or execute. As we
have previously seen,theseblocks of code are managedby the scheduler once they are
analyzed by the interpreter. The start block begins a processthat continues to run
in parallel with other activities while the execute block is executedinstantaneouslyand
uninterrupted. The usercantrigger parametersby pretendingto bean application object,
and then specifying the name of this object in front of the start or execute block
(MyClass.1::execute { ... } ). The object then becomesan avatar of the user.

Changing Functions

Introducing sourcecode allows us to add new functions (those that did not exist are
created)and to modify the existing functions(thosethat existedarereplaced)at any time.
Declaringa function (its prototype) caneven replaceits de�nition; in this casecalling the
function is prohibited until a newde�nition is introduced. Thesemodi�cations alsoinvolve
the compiled code, by making it possible to choose between several implementations
provided in C++or by going back to a de�nition in oRis.

Changing Classes

In the sameway that it is possibleto dynamically changefunctions, oRis can add,
complete and modify classesduring execution. A classcan be added at any time by
de�ning it during a call to the parse() function. When the interpreter comesacrossa
classde�nition, it may be de�ning a completely new class,in which caseit is created,or
it may be de�ning an existing class,in which caseit is completedor modi�ed. Hence,it
is possibleto add attributes and methods, as well as rewrite existing methods. Adding
methodsis thereforevery similar to addingfunctions: the method that did not exist, exists
now, and the method that existed, is replaced. Generally, comments about multiple
de�nitions and function declarations apply to methods. The situation, however, is a
little more delicate becausethe e�ects of new de�nitions combine with the e�ects of
overde�nitions. A modi�cation that involves the method of a particular classcan only
in
uence the derived classesif they do not overde�ne the method in question. In return,
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when there is no overde�nition, the modi�cation instantly updates the entire hierarchy
of both the derived classesand the instances. In the sameway, adding an attribute is
re
ected in the derived classesand instances.

Changing Instances

An even more re�ned operation involvesdynamically specializing the behavior of an
instance; the classthen represents the behavior of the instanceby default. In this case,
we reuse exactly the same principles for both the functions and the classes,in other
words: what doesnot already exist is addedand what exists is replaced. Thesechanges
are unique becausethey are applied to entities that were already created. There is a
de�nite distinction in comparisonwith the anonymous classesof Java that are created
andcompiledwell beforethe instancesexist. Here,weprovide a way to adjust the behavior
of an instancewhile it is in real-life to give it a better behavior in the studied case.

class Example // Definition of the Example class
{
void new(void) {}
void delete(void) {}
void main(void) // Initial main() method

{ println(this," is an Example !"); }
};

execute // Code to be executed
{
Example ex;
for(int i=0;i<3;i++) ex=new Example; // Instanstiate three Example
string program=
format("int ",ex,"::i; // Add an attribute to `ex'

void ",ex,"::show(void) // Add a method to `ex'
{ print(++i,\" --> \"); }
void ",ex,"::main(void) // Overdefine main() of 'ex'
{ show(); Example::main(); }"); // to use what was added

println(program); // Display the composed character string
parse(program); // Interpret the composed character string
}

int Example.3::i; // Add an attribute to `ex'
void Example.3::show(void) // Add a method to `ex'
{ print(++i," --> "); }
void Example.3::main(void) // Overdefine main() of 'ex'
{ show(); Example::main(); }

Example.3 is an Example !
Example.2 is an Example !
Example.1 is an Example !
Example.1 is an Example !
1 --> Example.3 is an Example !
Example.2 is an Example !
Example.1 is an Example !
Example.2 is an Example !
2 --> Example.3 is an Example !

Figure 4.6: Modifying an Instance
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Figure 4.6 gives an exampleof using a parse() function to modify the behavior of
an instance. Composinga character string that involvesoneof the three instancesallows
you to add an attribute and a method aswell asthe overde�nition of an existing method.
The distinction betweenclassand instanceis madenaturally by usingthe rangeresolution
operator (:: ). Such modi�cations can of coursebe madeseveral times during execution.

The dynamic functionalities presented hererequire no special programmingtechnique
or device in the sensethat there is no di�erence between the code form that you write
o�-line and that of the code that you createdynamically on-line. The rules for rewriting
are the samein every case. This makes it possiblein particular to develop a behavior
on an instanceso that afterwards it can be applied to an entire classby simply changing
the establishedcode range. Accessto reference on an object-type constants makes it
possibleto easily act on any instance. Indeed, if this lexical form did not exist, it would
be necessaryto memorizea referenceon each instance in order to be able to act at the
right moment. In oRis, the user doesnot have to worry about this kind of detail; if by
somemeans(graphics inspector, pointing in a window, etc.) we display the name of an
object, we can reuseit to make it executeprocessesor to modify it.

4.4 Applications
Virtual worlds must be realized, in other words, one must endeavor to update what is virtual ly
present in them, to know the intel ligible models that structur e them and the ideas that develop
them. The \fundamental virtue" of virtual worlds is to have been designed with an end in
mind. It is this end that must be realized, actualized, whether the application is industrial,
space-related, medical, artistic, or philosophical. The images of virtual must help us to reveal
the reality of virtual, which is of an intel ligible order, and of intel ligibility proportional to
the pursued end, theoretical or practical, utilitarian or contemplative [Qu�eau 93b]

4.4.1 Participatory Multi-Agen t Simulations

The development of software engineeringlead to the de�nition of the models, meth-
ods and methodologiesthat had been made operational by the various tools that im-
plemented them. However, the expressionsoftware development environment is far too
vague: no universal set and, a fortiori , no tool covers all of the needs. In the more
specialized�eld of multi-agent system development, this samekind of diversity can be
found in methods [Iglesias98], models (for example, a model for coordinating actions
such as the contract network [Smith 80]), languages(for example,MetateM[Fisher 94],
ConGolog[De Giacomo00]), application builders such as ZEUS[Nwana 99], component
libraries such as JATLite 7, multi-agent systemsimulators like SMAS8, toolkits, which are
generallyclasspackageso�ering basicservices(agent life cycle, communication, message
transferring, etc.) and classesimplementing somecomponents of a multi-agent system
([Boissier99] describesa group of platforms developed by the French sciencecommunity

7JATLite : Java Agent Template Lite (java.stanford.edu/java agent/html )
8SMAS: Simulation of Multiagent Asynchronous Systems(www.hds.utc.fr/~barthes/S MAS)
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and [Parunak 99] makesreferenceto other tools of this type).
According to Shoham,agent-oriented programming systemis madeup of three basic

elements [Shoham93].

1. A formal languagefor describing the mental states of agents, which, according to
Shoham, are modalities such as beliefs or commitments. As a result, a modal
logic is de�ned, as the author does in his Agent-0 language;the internal states of
a reactive agent can be described as a system of discrete events such as a Petri
network [Chevaillier 99a].

2. A languagefor programming agent behaviors that must respect the semantics of
mental states; thus, Agent-0 de�nes an interpretation for updating mental states
{ which is basedon the theory of languageacts { and executing commitments.
It would be conceivable in this framework to use KQML9 and, if heterogeneity or
standardization constraints were imposed,a languagerespecting FIPA10 speci�ca-
tions. In the caseof a discreteevents system,it would be a good idea to de�ne the
semantics of the statesmachine (for example,an interpretation of a Petri network).

3. An \agenti�er" that can convert a neutral component into a programmableagent;
Shoham admits to having very few ideas on this topic. Let us reformulate this
requirement by saying that it is necessaryto have a languagethat allows you to
make agents operational, i.e., which allows you to make them implementable and
executable.We prefer to think of this third element asan implementation language.

The �rst two elements { which are closelyrelated { are open research �elds and the
typesof multi-agent systemsthat we would like to develop must be selectedcarefully. To
integrate theseelements into a general-purposeplatform inevitably leadsto two pitfalls:
platform instabilit y, as the �eld is still open, and the diktat of a model, which is not
necessarilyappropriate for all situations. In regardto the third element, there are several
possiblechoices,which are conditioned by the type of consideredapplication and by the
technologicalcharacteristicsof the agents executionenvironments. The two major types
of applications for multi-agent systems| the resolution of problemsand simulation |
result in the following typology (accordingto [Nwana 96]).

. To solve problems:
� on-board agents (e.g. physical agents (processcontrols) and interfaceagents):

there areheavy e�ciency constraints for programexecutionand dependencyin
regardsto the technology of the target system(many applications are written
in Cor in C++);

� mobile agents: it is better to use a languagewhich can be interpreted on a
large community of operating systems;using script languagessuch as Perl is
possible;

� rational agents: programming in logic with a languagesuch as Prolog can be
perfect for meeting this type of need.

9KQML: KnowledgeQuery and Manipulation Language(www.cs.umbc.edu/kqml)
10FIPA: Foundation for Intel ligent Physical Agents(www.fipa.org )
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. For simulation: it is necessaryto have an environment where di�eren t agent be-
haviors can be executedin parallel and which o�ers a wide range of components
to interface with users. The choice dependson the languagesbeing executedon a
virtual machine that allows parallel programming: in the past Smalltalk'80 and,
more and more, Java (the development of the DIMAplatform givesevidenceof this
trend [Guessoum99]).

We are well aware that this classi�cation, like a lot of others, is somewhatarbitrary
and that di�eren t languagescan be applied to di�eren t �elds (everythingcan be done in
assembler!) and there are several solutions to the sameproblem. Its only pretenseis
to explain the oRis positioning to the reader as a participatory multi-agent simulation
platform. oRis was designedto meet both the need for an implementation language
for multi-agent systemsand thesesystems'participatory simulation requirements. The
entire oRis environment and languagerepresent more than one hundred thousand lines
of code mainly written in C++but also in Flex++ and Bison++, and in oRis itself. oRis
is completely operational and stable and is already being usedin many projects.

4.4.2 Application Fields

oRis is usedasa teaching tool in certain coursesgivenat the EcoleNationaled'Ing�enieurs
de Brest (National Graduate EngineeringSchool of Brest): for example,programmingby
concurrent objects, multi-agent systems,distributed virtual reality, adaptive control. It
is alsousedby other educational institutions: Military Schools of Saint-Cyr Co•etquidan,
ENSI (National School of Information Sciences)of Bourges,ENST (National Graduate
EngineeringSchool of Telecommunications of Brest) in Brittan y, IFSIC (Institution for
Fuzzy Systemsand Intelligent Control){ DEUG (Diploma of General University Stud-
ies) University of Rennes1, DEA (post-Master'sdegree)from the University of Toulouse
(IRIT), Institute of Technology in Computing of Bordeaux, and a Master's degreefrom
the University of Caen.

oRis is the platform on which research works from the Laboratoire d'Informatique
Industrielle (Laboratory for Industrial Data Processing)(LI2) are conducted,which re-
sults in the development of many classpackages.Among theseare packagesthat coordi-
nate actions accordingto Contract Net Protocol, agent distribution [Rodin 99], commu-
nication between agents by using KQML [N�ed�elec00], the use of fuzzy cognitive maps
[Ma�re 01, Parentho•en 01], the declaration of collective action plans by using an exe-
cutable extensionof Allen's temporal logic [De Loor 00] and the de�nition of agent be-
haviors as trends [Favier 01]. The platform is alsousedin imageprocessing[Ballet 97b],
medical simulation [Ballet 98b] and in the simulation of vehicle manufacturer systems
[Chevaillier 99b].

Other research teamsalsousedoRis for their works: the CREC laboratory (Saint-Cyr
Co•etquidan) for simulating battle �elds, con
icts and cyber warfare, the Naval School's
SIGMa teamfor constructingdynamicdigital land modelsfrom probepoints, the GREYC
laboratory (University of Caen) for simulating computer networks, the SMAC and GRIC
teamsfrom the IRIT (Toulouse),and the UMR CNRS 6553of Ecobiology(University of
Rennes)for simulations in ethology.
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4.4.3 The AR�eVi Platform

The Laboratoire d'Informatique Industrielle (Laboratory for Industrial Data Process-
ing) hasdevelopedan A telier deR�ealit �eVi rtuelle (Virtual Reality Workshop)alsoknown
asAR�eVi, which is a toolkit for creating distributed virtual reality applications. The �rst
three versionsof AR�eVi were built around the OpenInventor graphics library and did
not include the multi-agent approach. In version 4, oRis was used to develop AR�eVi.
The kernel of AR�eVi is none other than oRis, and thus all of the possibilities that were
described previously are available; it is extendedby the C++code o�ering functionalities
that are speci�c to virtual reality [Duval 97, Reignier 98]. This platform o�ers a graph-
ics rendering that is completely independent from the one provided by oRis. Graphics
objects are loaded directly from �les in VRML211 format (you can de�ne animations and
managethe levelsof detail). Graphicselements, such astransparent or animatedtextures,
light sources,lens
ar e (sunlight on a lens)and particle systems(water streams)areavail-
able. AR�eVi also useskinematics notions (speedsand linear and angular accelerations),
which adds to the possibilities for expressingagent behaviors in a three-dimensionalen-
vironment. In the sound area, AR�eVi o�ers a spacesound systemand synthesis, as well
as voice recognition functionalities. This platform managesvarious peripherals,such as
a dataglove, a control lever, a steeringwheel, localization sensors,a force-feedback arm
and a stereoscopichead-mounted display, which widen the options for usersto immerse
themselvesin multi-agent systems.

It is important to note that the multiple tools o�ered by AR�eVi for multi-sensory
rendering of the virtual world are oRis objects similar to the others. It is the instances
that can changethe application and play an active role. It is thereforepossibleto adapt
them to the consideredsubject, and to even give them an evolved behavior that meets
the application's speci�c needs.Thus, no matter what application subject you aredealing
with, you canalways think of a way to customizerenderingtools in order to make it easier
to use them in the chosencontext. We can, for example,adapt a rendering window so
that it automatically degradesthe quality of its display whenthe imagerefreshfrequency
becomestoo low. We can also associate a geographicalarea with a sceneand give it
a behavior that tends to integrate entities entering into this area and stops displaying
entities that leave.

In regardsto the distribution of graphicsentities on di�eren t machines, the function-
alities involving network communication provided by oRis were used to establish com-
munication betweenremote entities and a dead-reckoning [Rodin 00] mechanism. When
an entit y is createdon a machine, copiesthat have a degradedkinematic behavior on the
other machinesare made,and their geometricand kinematic characteristicsare updated
when there is too much of a divergencebetweenthe real situation and the copies.

Currently, AR�eVi has been used within the framework of interactive prototyping of
a stamping cell [Chevaillier00] and the development of a training platform for French
EmergencyServices[Querrec01a](Figure 4.7 [Querrec01b]).

11VRML: Virtual Reality Modeling Language(www.vrml.org )
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Figure 4.7: An AR�eVi Application: Training Platform for French EmergencyServices

4.5 Conclusion
Choosing a languageis to choosea method of thinking [Tisseau98a]. To prove this

point, all one has to do is turn to the famous tale of a thousand and one nights: Ali
Baba and the Forty Thieves(Ali Baba Metaphor, Figure 4.8). There are three possible
scenarios:proceduralprogramming,object-oriented programmingor agent programming.

1. In procedural programming (Figure 4.8a), the cave's door is passive data (Data
Sesame) manipulated by the agent AliBaba : it is AliBaba that intends to open the
door, and he is the one who knows how to open it (entrance procedureOpen: I go
to the door, I grab the doorknob, I turn the doorknob, I pushthe door).

2. In object-oriented programming (Figure 4.8b), the cave door is now an object
(Object Sesame) that has delegatedthe know-how to open the door (example:
an elevator door): it is still AliBaba who intends on opening the door, but now the
door knows how to do it (Openmethod from the Door class). To open the door,
AliBaba must send it the correct message12 (Open Sesame!: Sesame->Open()).
Consequently, the door opensup in accordancewith a master-slaveschema.

3. In agent programming(Figure 4.8c), the cave door is an agent whosegoal is to open
when it detects a passer-by (example: an airport door equipped with cameras):
the door has both the intention and the know-how (Agent Sesame). Whether or
not AliBaba intends on going through the door or not, the door can open if it

12Ali Baba already knew programming by objects! This analogy between sending a messagein pro-
gramming by objects and the Ali Baba formula (Open Sesame) is given in [Ferber 90].
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execute
{
Object Sesame= new Data;
Agent AliBaba = new Avatar;
}

AliBaba::execute
{

Open(Sesame);
}

execute
{
Object Sesame= new Door;
Agent AliBaba = new Avatar;
}

AliBaba::execute
{

Sesame->open();
}

execute
{
Agent Sesame= new Door;
Agent AliBaba = new Avatar;
}

void Door::main(void)
{
if(view(anObject)) open();
else close();

}
a. Procedural Programming b. Ob ject-Orien ted Programming c. Agent Programming

Figure 4.8: Metaphor of Ali Baba and Programming Paradigms

detectshim: eventually it can even negotiateits opening. The userAliBaba is thus
immersedinto the universeof agents through an avatar, which can be detectedby
the door.

Hence,choosing a languageis important when building an application. Agent pro-
grammingsuch aswedevelop,is bestsuited,by construction, for autonomizingthe entities
that make up our virtual universes.

This is why we have chosento make oRis a genericlanguagefor implementing multi-
agent systemsthat makesit possibleto write programsbasedon the interaction of objects
and agents while placedin a space-timeenvironment and controlled by the user'son-line
actions. oRis is also a participatory multi-agent simulation environment, which makes
it possibleto control agent scheduling and interactive modeling through the language's
dynamicity. oRis is stable and operational13 and has already led to many applications
such as AR�eVi, the virtual reality workshop.

13oRis can be used for free by downloading it from the Fabrice Harrouet's homepage
(www.enib.fr/~harrouet/oris .h tml ). Documentation, examples,coursematerial and the thesis dis-
sertation [Harrouet 00] are also available on this page.
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Chapter 5

Conclusion

5.1 Summary
Virtual objects, just like the space in which they appear, are actors and agents. Equipped with
memory, they have functions for processing information and an autonomy, which is regulated
by their programs. A strange, interme diary arti�cial life continual ly moves through virtual
worlds. Each entity, each object, each agent can be considered as an expert system that has
its own behavior rules and applies or adapts them in response to changes in the envir onment,
modi�c ations of the rules and metarules that govern the virtual world. [Qu�eau 93b]

For a dozenyears, our works have taken place in the �eld of virtual reality, a new
discipline of engineeringsciencesthat involves the speci�cation, designand creation of
realistic and participatory universes. There is no way that we could completely cover
all of the aspects of a synthesis discipline like virtual reality, so we tried to answer the
questionsof what concepts?, what models? and what tools? for virtual reality. Today, we
have answered thesequestionsthrough a principle of autonomy, a multi-agent approach
and a participatory multi-agent simulation environment.

What Concepts?

The way that we think about virtual reality epistemologicallyhasmadethe conceptof
autonomy the coreof our research problem. Our approach is thus basedon a principle of
autonomyaccordingto which the autonomization of digital models that make up virtual
universesis vital to the reality of theseuniverses.

Autonomizing models meansequipping them with sensory-motormeansof commu-
nication and ways to coordinate perceptionsand actions. This autonomy by conviction
proved to be an autonomyby essence for organismmodels,an autonomyby necessity for
mechanism modelsand an autonomyby ignorance for modelsof complexsystems,which
are characterizedby a large variety of components, structures and interactions.

The human user is represented within the virtual universe by an avatar, a model
among models, through which he controls the coordination of perceptionsand actions.
The human user is connectedto his avatar through languageand adapted behavioral
interfaces,which makeit possibleto havea triple mediationof senses,action and language.
Consequently, by a sort of digital empathy, he feels as if he is actually in the virtual
universewhosemulti-sensory rendering is that of realistic, computer-generatedimages:
3D, sound, touch, kinesthetics, proprioceptive, animated in real-time, and shared on
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computer networks.

Thus, accordingto the Pinocchio metaphor, a human user,moreautonomousbecause
he is partially freed from controlling his models, will participate fully in these virtual
realities: he will go from being a simple spectator to an actor and even a creator of these
evolving virtual worlds.

What Mo dels?

Based on this principle of autonomy, we modeled these virtual universesthrough
multi-agent systemsthat allow human usersto participate in simulations.

Wehavehighlighted the auto-organizingpropertiesof theseautonomousentities-based
systemsthrough the signi�cant and original exampleof blood coagulation. Wehavehence
shown that participatory multi-agent simulations of virtual reality have given today's
biologists real virtual laboratories in which they can conduct a new type of experiment
that is cost-e�ective and safe: in virtuo experiment. This in virtuo experiment adds
to the traditional investigationswhich are in vivo and in vitro experiments, or in silico
calculations.

To go beyond the realm of reactive behaviors, we described emotional behaviors
through fuzzy cognitive maps. We use these maps to both specify the behavior of an
agent and control its movement. The agent can also auto-evaluate its behavior by sim-
ulating its map itself: this simulation within simulation is therefore an outline of the
perception of the self, which is necessaryfor real autonomy. Implementing these fuzzy
cognitivemapsmakesit possibleto characterizecredibleagent rolesin interactive �ctions.

What Tools?

To implement thesemodels, we have developed a language| the oRis language|
which favors autonomyby construction of the entities that make up our virtual universes.

Thus,oRis is a genericimplementation languagefor multi-agent systems,which makes
it possibleto write programsbasedon objectsand agents in interaction, placedin a space-
time environment and controlled by the user'son-line actions. oRis is alsoa participatory
multi-agent simulation environment that makesit possibleto control the scheduleof agents
and interactively model through the dynamicity of language.

We have paid careful attention to the associated simulator in order to demonstrate
that it was built so that the activation processfor autonomousentities doesnot lead to
bias in the simulation, for which the executionplatform would be solely responsible. In
this framework, execution error robustnessproved to be a particularly sensitive point,
especially sincethe simulator provides accessto the entire on-line language.

oRis is stableand operational: it hasalready lead to many applicationsamongwhich
our virtual reality workshopAR�eVi.
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5.2 Perspectiv es
Micr oscope, telescope: these words evoke important scienti�c breakthroughs towards the in-
�nitely small, and towards the in�nitely large. [...] Today, we are confr onted with another
in�nite: the in�nitely complex. But this time there is no more instrument. Nothing but the
mind, an intel ligence and logic il l-equipped in front of the immense complexity of life and
society. [...] Ther efore, we need a new tool. [...] This tool, I'l l cal l it the macroscope (macro,
big; and skopein, to observe). The macroscope is not a tool like al l the others. It is a sym-
bolic instrument, made from a col lection of methods and techniques borr owed from a wide
range of disciplines. Evidently, it is useless to try and �nd it in the laboratories or research
centers. And yet, it is used by many in very di�er ent �elds. Because, the macroscope can
be considered as the symbol of a new way to see, understand, and act. [De Rosnay 75]

We do not claim to have completely answered the questionsof what concepts?, what
models? and what tools? for virtual reality, which have fueled our research for the last
ten years: We also intend to vigorously pursueour research in other directions.

What Tools?

The participatory multi-agent simulation of virtual universesmadeup of autonomous
entities will allow usto research a phenomenonthat hasbecomecomplexbecausemodeling
is so diverse.Therefore,virtual reality that usesnumerouson-line modelsmust be given
engineering tools for thesemodels.

The oRis environment is only a middleware for virtual reality; it is de�nitely reliable
and robust, but its abstraction level is still too low for users.So,wemust incorporate tools
that have the highest abstraction levels possibleto make it easierto implement models,
debugthem, integrate them within existing universesand sharethem through computer
networks. These tools will automatically generatethe corresponding oRis code, which
will be interpreted on-line by the simulator.

What Mo dels?

We have successfullytested the oRis platform in the caseof reactive and emotional
behaviors. We now needto tackle intentional, social and adaptive behaviors.

We will approach intentional behavior modeling through the notion of objective, which
is neither a constraint in the senseof programmingby constraints, nor a goalof program-
ming in logic. In thesetwo approaches,the solution takesplaceaccordingto a synchronous
hypothesisof an insigni�cant executiontime: the context is seenasunchangedduring the
resolution. However, in reality, constraints or goalscan changeduring resolution: time
goes by, the context changes,and this needsto be taken into account. The objective
notion thus takesinto account the irreversibility of the time that goesby.

Social behaviors will be researched through the notion of the organization of multi-
agent systems.An organizationde�nes the rolesandgivesthem objectives;the assignment
of roles is then negotiated betweenautonomousagents that decideto cooperate within
this organization.

By participating in multi-agent simulations, the human usercan, accordingto a prin-
ciple of substitution, take control of an entit y and identify himself as that entit y. The
controlled entit y canthen learn behaviors that arebetter adaptedto its environment from
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the operator. It is this typeof learning, by exampleor by imitation, that wewill introduce
for evolving behaviors modeling.

What Concepts?

Virtual universesare open and heterogeneous;they are madeup of atomic and com-
positeentities that are mobile and distributed in space,and in a variable number in time.
The components canbe structured in organizations,imposedor emergent becauseof mul-
tiple interactions betweencomponents. Interactions betweenentities are themselvesof a
di�eren t nature and operate on di�eren t spaceand time scales.

Unfortunately, today, there is no formalism capableof recognizingthis complexity.
Only virtual reality makesit possibleto live this complexity. We will needto strengthen
the relationshipsbetweenvirtual reality and the theoriesof complexity in order to make
virtual reality a tool for investigating complexity, like the macroscope described in the
quote at the beginningof this section.

The human user becomesa part of these virtual worlds through an avatar. The
structural identit y betweenan agent and an avatar allows the userto take the placeof an
agent at any time by taking control of its decision-makingmodule. And conversely, hecan
at any time give the control back to the agent whoseplacehetook. An in virtuo autonomy
test will be able to evaluate the quality of the substitution, which will be positive if a user
interacting with an entit y cannot tell if he is interacting with an agent or another user;
the agents should be able to react as if they were interacting with another agent.

This principle of substitution completesour principle of autonomy, and the conse-
quenceswill have to be evaluated on an epistemologicallevel as well as an ethical level.
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